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Abstract—This paper presents a pattern classification system in which feature extraction and classifier learning are simultaneously carried out not only online but also in one pass where training samples are presented only once. For this purpose, we have extended incremental principal component analysis (IPCA) and some classifier models were effectively combined with it. However, there was a drawback in this approach that training samples must be learned one by one due to the limitation of IPCA. To overcome this problem, we propose another extension of IPCA called chunk IPCA in which a chunk of training samples is processed at a time. In the experiments, we evaluate the classification performance for several large-scale data sets to discuss the scalability of chunk IPCA under one-pass incremental learning environments. The experimental results suggest that chunk IPCA can reduce the training time effectively as compared with IPCA unless the number of input attributes is too large. We study the influence of the size of initial training data and the size of given chunk data on classification accuracy and learning time. We also show that chunk IPCA can obtain major eigenvectors with fairly good approximation.

Index Terms—Feature extraction, incremental learning, online learning, pattern classification, principal component analysis (PCA).

I. INTRODUCTION

In many real-world applications such as pattern recognition, data mining, and time-series prediction, we often confront difficult situations where a complete set of training samples is not given when constructing a system. In face recognition, for example, since human faces have large variations due to expressions, lighting conditions, makeup, hairstyles, and so forth, it is hard to consider all variations of face in advance [6], [31], [35]. In many cases, training samples are provided only when a system misclassifies objects; hence the system is learned online to improve the classification performance. On the other hand, in many practical applications of data mining and time-series predictions, the data are generally provided little by little and the property of data source could be changed as time passes. Therefore, the learning of a system must also be conducted sequentially in an online fashion. This type of learning is called incremental learning or continuous learning, and it has recently received a great attention in many practical applications [26], [30].

In pattern recognition and data mining, input data often have a large set of attributes. Hence, the informative input variables are first extracted before the classification is carried out. This means that when constructing an adaptive classification system, we should consider two types of incremental learning: one is the incremental feature extraction, and the other is incremental learning of classifiers. For this purpose, several incremental algorithms have been independently developed for the feature extraction and the classifier learning. As for the feature extraction, principal component analysis (PCA) and linear discriminant analysis (LDA) have been extended to an incremental version [9], [20], [25], [27], [36]. Hall and Martin have devised a smart method to update eigenvectors and eigenvalues incrementally (i.e., the update of an eigenspace) called incremental principal component analysis (IPCA) [9]. Recently, Ozawa et al. have extended this IPCA algorithm such that an eigenaxis is augmented based on the accumulation ratio in order to control the dimensionality of an eigenspace easily [21]. On the other hand, Pang et al. [24] have proposed an incremental LDA (ILDA) algorithm in which a between-class scatter matrix and a within-class scatter matrix are incrementally updated, and then the eigenaxes of a feature space are obtained by solving an eigenproblem. Yan et al. [39] and Zhao et al. [41] have also proposed different ILDA algorithms. As for classifier learning, various incremental learning algorithms have been proposed for neural networks [4], [5], [8], [12], [13], [34], support vector machine [7], [11], [29], decision tree [14], [33], [37], and so forth. Memory-based learning approach is another promising solution [1] where all (or a part) of training samples are accumulated in memory and they are utilized for learning at every learning step. The problem of this approach is that large memory capacity is often needed to store past training samples. To alleviate this problem, several attempts have been made in which representative samples are being selected and kept so that some of them be added to the current training sample for learning [18], [38]. Evolving clustering method (ECM) [15] also belongs to this learning approach where prototype vectors are dynamically created and updated.

Recently, we have proposed a new scheme of incremental learning in which feature extraction and classifier learning are simultaneously carried out online [21], [22], [25]. In our previous work, IPCA or ILDA were adopted as feature extraction methods, and ECM or resource allocating network with long-term memory (RAN-LTM) [18], [22] were adopted as classifiers. A distinctive feature of the proposed scheme is that the learning is conducted incrementally one pass; here, one pass
means that training samples are passed through a system only once for learning purposes [15], [19]. One-pass incremental learning is quite important and effective especially under the environments where a system has to learn from a large-scale data set with limited computational resources [i.e., central processing unit (CPU) performance and memory]. It was verified that the classification accuracy of the aforementioned classification system was improved constantly even if a small set of training samples were provided at a starting point [22], [24]. However, some problems still remain for this approach. The biggest problem is scalability. In our previous approach, a training sample must be learned one by one even if a chunk of training sample is available at a time. This causes inefficiency in computations because the eigenvalue decomposition in IPCA must be applied to each training sample in the chunk.

To solve this problem, we have proposed an extension of IPCA [23] called chunk IPCA in which the update of an eigenspace is completed by performing single eigenvalue decomposition. For the same purpose, Hall et al. have already proposed a method of merging eigenspace models incrementally [10]. However, they have not clarified how to determine new eigenaxes and their criterion on the axis augmentation is still based on the norm of a residue vector whose proper threshold could largely depend on the data sets used. In this paper, we present a complete version of chunk IPCA [23] in which an effective way to determine a set of new eigenaxes is proposed and an update equation of the accumulation ratio to determine the eigenaxis augmentation is derived. In addition, we combine a simple classifier with chunk IPCA and evaluate the classification performance for several large-scale data sets to discuss the scalability of chunk IPCA under one-pass incremental learning environments.

This paper is organized as follows. Section II gives a quick review on the original IPCA. In Section III, we propose an extension of IPCA called chunk IPCA in which a chunk of training samples is learned at a time and new eigenaxes are efficiently selected based on the accumulation ratio. Then, we present a one-pass incremental learning scheme in which chunk IPCA algorithm is used for eigenspace learning and a naive approach to prototype update is adopted as the learning of a simple nearest neighbor classifier (NNC). In Section IV, the scalability of the proposed incremental learning scheme is studied with seven large-scale data sets. Section V summarizes this paper and discusses directions for further work.

II. INCREMENTAL PRINCIPAL COMPONENT ANALYSIS

PCA is one of the most popular and powerful feature extraction techniques. Since the original PCA is not suited for incremental learning purposes, Hall and Martin have proposed IPCA algorithm which can update eigenvectors and eigenvalues incrementally [9]. Let us review IPCA briefly.

Assume that \(N\) training samples \(\mathbf{x}^{(i)} \in \mathbb{R}^n\) \((i = 1, \ldots, N)\) have been presented so far, and an eigenspace model \(\Omega = (\mathbf{z}, \mathbf{U}_k, \Lambda_k, N)\) is constructed by calculating the eigenvectors and eigenvalues from the covariance matrix of \(\mathbf{x}^{(i)}\), where \(\mathbf{z}\) is a mean vector of \(\mathbf{x}^{(i)}\) \((i = 1, \ldots, N)\). \(\mathbf{U}_k\) is an \(n \times k\) matrix whose column vectors correspond to eigenvectors, and \(\Lambda_k\) is a \(k \times k\) matrix whose diagonal elements correspond to nonzero eigenvalues. Here, \(k\) is the number of eigenaxes spanning the eigenspace (i.e., eigenspace dimensionality).

Now, assume that the \((N + 1)\)th training sample \(\mathbf{y} \in \mathbb{R}^n\) is given. The addition of this new sample leads to the changes in both mean vector and covariance matrix; therefore, the eigenvectors and eigenvalues should also be updated. The new mean input vector \(\bar{\mathbf{x}}\) is easily obtained as follows:

\[
\bar{\mathbf{x}} = \frac{1}{N+1} (N\bar{\mathbf{x}} + \mathbf{y}) \in \mathbb{R}^n.
\]

The problem is how to update the eigenvectors and eigenvalues.

When updating the eigenspace model \(\Omega\), we need to check if the eigenspace should be enlarged in term of dimensionality. If the new sample includes almost all energy in the current eigenspace, the dimensionality does not need to be changed. However, if the eigenspace includes certain energy in the complementary eigenspace, the dimensional augmentation is needed, or crucial information on the new sample might be lost. In the original IPCA, the judgment of the eigenspace augmentation is made based on the norm of the following residue vector \(\mathbf{h} \in \mathbb{R}^n\):

\[
\mathbf{h} = (\mathbf{y} - \bar{\mathbf{x}}) - \mathbf{U}_k \mathbf{g}
\]

where

\[
\mathbf{g} = \mathbf{U}_k^T (\mathbf{y} - \bar{\mathbf{x}}).
\]

Here, \(T\) means the transposition of vectors and matrices. When the norm of the residue vector \(\mathbf{h}\) is larger than a threshold value \(\eta\), the dimensionality of the current eigenspace is increased from \(k\) to \(k+1\), and a new eigenaxis is added in the direction of \(\mathbf{h}\). Otherwise, the dimensionality of the eigenspace remains the same. These operations are represented by the following:

\[
\hat{\mathbf{h}} = \begin{cases} \mathbf{h} / ||\mathbf{h}||, & \text{if } ||\mathbf{h}|| > \eta \\ 0, & \text{otherwise}. \end{cases}
\]

Note that too large threshold \(\eta\) would cause serious approximation error for eigenspace models.

It has been shown that the eigenvectors and eigenvalues are updated by solving the following intermediate eigenproblem [9]:

1) if there is a new eigenaxis to be added

\[
\left\{ \frac{N}{N+1} \begin{bmatrix} \Lambda_k & 0 \\ 0 & 0 \end{bmatrix} + \frac{N}{(N+1)^2} \begin{bmatrix} \mathbf{g g}^T & \mathbf{g g}^T \\ \gamma \mathbf{g}^T & \gamma \mathbf{g}^T \end{bmatrix} \right\} \mathbf{R} = \mathbf{R} \Lambda_k^{\gamma=1}
\]

otherwise

\[
\left\{ \frac{N}{N+1} \Lambda_k + \frac{N}{(N+1)^2} \mathbf{g g}^T \right\} \mathbf{R} = \mathbf{R} \Lambda_k^{\gamma}
\]

where \(\gamma = \bar{\mathbf{h}}^T (\mathbf{y} - \bar{\mathbf{x}})\), \(\mathbf{R}\) is a matrix whose column vectors correspond to the eigenvectors obtained from the previous intermediate eigenproblem, and \(\mathbf{0}\) is a \(k\)-dimensional zero vector. Here,
\( \mathbf{K}_{k+1} \) and \( \mathbf{K}' \) are the new eigenvalue matrices whose diagonal elements correspond to \( k \) and \( k+1 \) eigenvalues, respectively. Using the solution \( \mathbf{R} \), we can calculate the new \( n \times (k+1) \) eigenvector matrix \( \mathbf{U}'_{k+1} \) as follows:

1) if there is a new eigenvector to be added

\[
\mathbf{U}'_{k+1} = \mathbf{U}_k \mathbf{R}
\]

(7)

2) otherwise

\[
\mathbf{U}'_k = \mathbf{U}_k \mathbf{R}.
\]

(8)

From (7) and (8), intuitively we can consider that \( \mathbf{R} \) gives a rotation from old eigenvalues to new ones; hence, let us call \( \mathbf{R} \) rotation matrix here.

III. PROPOSED SCHEME FOR INCREMENTAL LEARNING FROM CHUNKS OF DATA

A. Extended IPCA Algorithm for Chunk Data

As stated in Section I, the original IPCA is applied to a single training sample at a time, and the intermediate eigenproblem must be solved repeatedly for every training sample. Therefore, the learning may get stuck in a deadlock if a large chunk of training samples is given to learn in a short term. That is to say, the next chunk of training samples could come before the learning is finished if it takes a long time to update the eigenspace.

To overcome this problem, we have extended the original IPCA so that the eigenspace model \( \Omega \) can be updated with a chunk of training samples in a single operation [23]. We call this extended algorithm chunk IPCA and let us describe the algorithm in the following sections.

1) Update of Eigenspace: Let us assume that \( N \) training samples \( \mathbf{X} = \{ \mathbf{x}^{(1)}, \cdots, \mathbf{x}^{(N)} \} \in \mathbb{R}^{n \times N} \) have been given so far and they were already discarded. Instead of keeping actual training samples, we hold an eigenspace model \( \Omega = (\bar{\mathbf{x}}, \mathbf{U}_k, \mathbf{K}_k, N) \), where \( \bar{\mathbf{x}}, \mathbf{U}_k, \) and \( \mathbf{K}_k \) are a mean input vector, an \( n \times k \) eigenvector matrix, and a \( k \times k \) eigenvalue matrix, respectively. Now, assume that a chunk of \( L \) training samples \( \mathbf{Y} = \{ \mathbf{y}^{(1)}, \cdots, \mathbf{y}^{(L)} \} \in \mathbb{R}^{n \times L} \) is presented.2 Without the past training samples \( \mathbf{X} \), we can update the mean vector \( \bar{\mathbf{x}}' \) as follows:

\[
\bar{\mathbf{x}}' = \frac{1}{N + L} (N \bar{\mathbf{x}} + L \bar{\mathbf{y}}).
\]

(9)

Using (9), the new covariance matrix \( \mathbf{C}' \) is given by

\[
\mathbf{C}' = \frac{1}{N + L} \left[ \sum_{i=1}^{N} (\mathbf{x}^{(i)} - \bar{\mathbf{x}}') (\mathbf{x}^{(i)} - \bar{\mathbf{x}}')^T + \sum_{i=1}^{L} (\mathbf{y}^{(i)} - \bar{\mathbf{x}}') (\mathbf{y}^{(i)} - \bar{\mathbf{x}}')^T \right]
\]

The size of a chunk may be different at every learning stage and we usually cannot specify it. Although there is no limitation on the chunk size that can be applicable to the proposed chunk IPCA, we can assume the chunk size to be fixed for the simplicity of explanation.

\[
= \frac{1}{N + L} \left[ N \mathbf{C} + \frac{NL^2}{(N + L)^2} (\bar{\mathbf{y}} - \bar{\mathbf{x}})(\bar{\mathbf{y}} - \bar{\mathbf{x}})^T + \frac{N^2}{(N + L)^2} \sum_{i=1}^{L} (\mathbf{y}^{(i)} - \bar{\mathbf{x}}') (\mathbf{y}^{(i)} - \bar{\mathbf{x}}')^T \right]
\]

(10)

Suppose that \( l \) eigenaxes are augmented to avoid the serious loss of essential information when a chunk of \( L \) training samples \( \mathbf{Y} \) is provided; that is, the eigenspace dimensions are increased by \( l \). Let us denote the augmented eigenaxes as follows:

\[
\mathbf{H}_l = [h_1, \cdots, h_l] \in \mathbb{R}^{n \times l}, \quad 0 \leq l \leq L.
\]

(11)

Then, the updated eigenvector matrix \( \mathbf{U}'_{k+l} \) is represented by using the rotation matrix \( \mathbf{R} \) and the current eigenvector matrix \( \mathbf{U}_k \)

\[
\mathbf{U}'_{k+l} = \mathbf{U}_k \mathbf{R}.
\]

(12)

Hence, a new eigenproblem to be solved is given by

\[
\mathbf{C}' \mathbf{U}'_{k+l} = \mathbf{U}'_{k+l} \mathbf{K}' \mathbf{U}'_{k+l} \Rightarrow \mathbf{C}' (\mathbf{U}_k, \mathbf{H}_l) \mathbf{R} = (\mathbf{U}_k, \mathbf{H}_l) \mathbf{R} \mathbf{K}' \mathbf{U}'_{k+l},
\]

(13)

where \( \mathbf{K}' \mathbf{U}'_{k+l} \) is a new eigenvalue matrix. Substituting (9)--(11) into (13), the following intermediate eigenproblem for Chunk IPCA is obtained.

1) If there is a new eigenaxis to be added (i.e., \( l \neq 0 \))

\[
\left\{ \begin{array}{c}
\frac{N}{N + L} \begin{bmatrix} \mathbf{A}_k & 0 \\ 0 & 0 \end{bmatrix} + \frac{NL^2}{(N + L)^2} \begin{bmatrix} \bar{\mathbf{y}} \bar{\mathbf{y}}^T \\ \gamma \gamma^T \end{bmatrix} \\
+ \frac{N^2}{(N + L)^2} \sum_{i=1}^{L} \begin{bmatrix} \mathbf{g}_i \mathbf{g}_i^T \\ \gamma_i \gamma_i^T \end{bmatrix} \\
+ \frac{L(L + 2N)}{(N + L)^2} \sum_{i=1}^{L} \begin{bmatrix} \mathbf{g}_i' \mathbf{g}_i'^T \\ \gamma_i' \gamma_i'^T \end{bmatrix} \end{array} \right\} \mathbf{R} = \mathbf{R} \mathbf{K}' \mathbf{U}'_{k+l}
\]

(14)

2) otherwise

\[
\left\{ \begin{array}{c}
\frac{N}{N + L} \mathbf{A}_k + \frac{NL^2}{(N + L)^2} \bar{\mathbf{g}} \bar{\mathbf{g}}^T + \frac{N^2}{(N + L)^2} \sum_{i=1}^{L} \mathbf{g}_i \mathbf{g}_i^T + \\
\frac{L(L + 2N)}{(N + L)^2} \sum_{i=1}^{L} \mathbf{g}_i' \mathbf{g}_i'^T \end{array} \right\} \mathbf{R} = \mathbf{R} \mathbf{K}'
\]

(15)

where

\[
\bar{\mathbf{g}} = \mathbf{U}_k^T (\bar{\mathbf{y}} - \bar{\mathbf{x}}) \quad \mathbf{g}_i = \mathbf{U}_k^T (\mathbf{y}_i - \bar{\mathbf{x}}) \quad \mathbf{g}_i' = \mathbf{U}_k^T (\mathbf{y}_i' - \bar{\mathbf{x}}) \\
\gamma = \mathbf{H}_l^T (\bar{\mathbf{y}} - \bar{\mathbf{x}}) \quad \gamma_i = \mathbf{H}_l^T (\mathbf{y}_i - \bar{\mathbf{x}}) \quad \gamma_i' = \mathbf{H}_l^T (\mathbf{y}_i' - \bar{\mathbf{x}}).
\]

Solving this intermediate eigenproblem, a new rotation matrix \( \mathbf{R} \) and the eigenvalue matrix \( \mathbf{K}' \mathbf{U}'_{k+l} \) are obtained. Then, the corresponding new eigenvector matrix \( \mathbf{U}'_{k+l} \) is given by (12).
is larger than a threshold value \( \eta \) in the original IPCA. However, this is not a good criterion in practice because a suitable threshold can be varied depending on the magnitude of input values. If the threshold is too small, the dimensionality of a feature space could be excessively large and an efficient feature space with small dimensions is hard to be constructed; this may deteriorate both generalization performance and computational efficiency. On the other hand, if the threshold is too large, essential information on training samples would be lost unexpectedly.

To reduce the dependency of the threshold on input values, the following accumulation ratio is often used as a criterion:

\[
A(U_k) = \frac{\sum_{i=1}^{k} \lambda_i}{\sum_{j=1}^{n} \lambda_j} \tag{16}
\]

where \( U_k = \{u_1, \ldots, u_k\} \) is the eigenvector matrix whose column vectors span the \( k \)-dimensional feature space, \( \lambda_i \) (\( i = 1, \cdots, k \)) is the eigenvalue of \( u_i \), and \( n \) is the dimensionality of the input space, respectively. In the proposed chunk IPCA, the number of eigenaxes to be augmented is basically determined by finding the minimum \( k \) such that \( A(U_k) > \theta \) holds where \( \theta \) is a positive value between 0 and 1. To introduce this criterion in the incremental learning scheme, we need an update equation of (16) which can be calculated without the past training samples. In the learning algorithm, actually we need two types of accumulation ratios. One is the accumulation ratio for the \( k \)-dimensional eigenspace spanned by \( U_k = U_kR \) and the other is that for the \((k+1)\)-dimensional augmented eigenspace spanned by \( U_{k+1} = [U_k, H_l]R \). The former accumulation ratio is used for checking if the current \( k \)-dimensional eigenspace should be augmented or not. The latter one is used for checking if further eigenaxes are needed for the \((k+1)\)-dimensional augmented eigenspace.

First, let us calculate the updated accumulation ratio \( A'(U'_k) \). Considering the fact that the total energy of the training samples in the new \( k \)-dimensional eigenspace is not changed only by the rotation of eigenaxes, the calculation of \( A(U'_k) \) is replaced with that of \( A(U_k) \). In addition, using the fact that the total amount of eigenvalues is equivalent to the summation of variances \( \sigma^2 \), the numerator of \( A'(U'_k) \) in (16) is reduced to

\[
\sum_{i=1}^{k} \lambda_i' = \sum_{i=1}^{k} \lambda_i + \sum_{i=1}^{l} \lambda_{k+i} \tag{17}
\]

In (17), the new mean \( u_i^T \bar{x}' \) in the feature space is obtained from (9) as follows:

\[
u_i^T \bar{x}' = \frac{1}{N+L} u_i^T (N\bar{x} + L\bar{y}). \tag{18}
\]

Substituting (18) into (17), the numerator of (16) is given by

\[
\sum_{i=1}^{k} \lambda_i' = \frac{N}{N+L} \sum_{i=1}^{k} \lambda_i + \frac{L}{N+L} \left[ u_i^T (\bar{x} - \bar{y}) \right]^2 + \frac{1}{N} \sum_{j=1}^{L} \left[ u_i^T (y^j - \bar{y}) \right]^2 \tag{19}
\]

where \( U_k = \{u_1, \ldots, u_k\} \). In the similar manner, the denominator of (16) is given by

\[
\sum_{i=1}^{n} \lambda_i' = \frac{N}{N+L} \left[ \sum_{i=1}^{n} \lambda_i + \frac{L}{N+L} \left( \left\| \bar{x} - \bar{y} \right\|^2 + \frac{1}{N} \sum_{j=1}^{L} \left\| y^j - \bar{y} \right\|^2 \right) \right]. \tag{20}
\]

Then, the update equation for the accumulation ratio \( A'(U'_k) \) is given by

\[
A'(U'_k) = \frac{\sum_{i=1}^{k} \lambda_i + \frac{L}{N+L} \left\| \bar{x} - \bar{y} \right\|^2 + \frac{1}{N} \sum_{j=1}^{L} \left\| y^j - \bar{y} \right\|^2}{\sum_{i=1}^{n} \lambda_i + \frac{L}{N+L} \left\| \bar{x} - \bar{y} \right\|^2 + \frac{1}{N} \sum_{j=1}^{L} \left\| y^j - \bar{y} \right\|^2}. \tag{21}
\]

where \( \bar{u} = \bar{x} - \bar{y} \) and \( \mu^j = y^j - \bar{y} \). To update \( A'(U_k') \), the summation of eigenvalues \( \lambda_i \) \((i = 1, \cdots, n)\) is required to be retained. Hence, the individual eigenvalues \( \lambda_i \) \((i = k+1, \cdots, n)\) in the denominator of \( A'(U_k') \) are not necessary for this update.

Next, let us calculate \( A'(U_{k+1}') \), where \( U_{k+1}' = [U_k, H_l]R \). Since the updated eigenspace spanned by \( U_{k+1}' \) has the same dimensions as that spanned by \( U_{k+1} \), the following equation holds: \( A'(U_{k+1}') = A'(U_{k+1}) \). Then, the numerator of \( A'(U_{k+1}') \) is calculated as follows:

\[
\sum_{i=1}^{k+l} \lambda_i' = \sum_{i=1}^{k} \lambda_i' + \sum_{i=1}^{l} \lambda_{k+i} \tag{22}
\]

As seen from (22), the first term of the brackets \([ ]\) includes the past examples \( x^{(j)} \) \((j = 1, \cdots, N)\). Therefore, the exact calculation of the numerator term is impossible under the incremental learning environment where training samples are supposed to be discarded after learning. However, since the subspace spanned by \( H_l \) does not have large energy for the past examples, this term could be ignored as long as the threshold \( \theta \) is not too small.\(^3\)

Then, the accumulation ratio \( A'(U_{k+1}') \) is approximated to the following:

\[
A'(U_{k+1}') \approx \frac{\sum_{i=1}^{k} \lambda_i + \frac{L}{N+L} \left\| \bar{y} \right\|^2 + \frac{1}{N} \sum_{j=1}^{L} \left\| y^j \right\|^2}{\sum_{i=1}^{n} \lambda_i + \frac{L}{N+L} \left\| \bar{u} \right\|^2 + \frac{1}{N} \sum_{j=1}^{L} \left\| u^j \right\|^2}. \tag{23}
\]

\(^3\)Even though individual fractions of lost energy are negligible, their accumulation would affect the approximation error of an eigenspace model (see, also, Section IV-E, for further discussion).
As seen from (21) and (23), we need no past sample \( \mathbf{x}^{(j)} \) and no rotation matrix \( \mathbf{R} \) to update the accumulation ratio. Therefore, this accumulation ratio is updated with the following information: a chunk of given training samples \( \mathbf{Y} = \{ \mathbf{y}^{(1)}, \cdots, \mathbf{y}^{(L)} \} \), the eigenspace model \( \Omega = (\mathbf{\mathcal{X}}, \mathbf{U}_k, \mathbf{A}_k, \mathcal{N}) \), and a set of augmented eigenaxes \( \mathbf{H}_l \) which is obtained by the procedure described in the next section.

3) Selection of Eigenaxes: In IPCA, a new eigenaxis is selected so as to be perpendicular to the existing eigenvectors which are given by the column vectors of \( \mathbf{U}_k \). A straightforward way to get new eigenaxis is to apply Gram–Schmidt orthogonalization technique to the given chunk of training samples [10]. If the training samples are represented by \( \tilde{L} \) linearly independent vectors, the maximum number of eigenaxes to be augmented is \( \tilde{L} \). However, the feature space spanned by all of the \( \tilde{L} \) eigenaxes is redundant in general; in addition, if the chunk size is large, the computation costs to solve the intermediate eigenproblem in (14) would be considerably expensive. Therefore, we need to find a smallest set of eigenaxes without losing essential information of the given training samples.

The problem of finding an optimal set of eigenaxes is stated as follows:

Find the smallest set of eigenaxes \( \mathbf{H}^* = \{ h_1, \cdots, h_l \} \) for the current eigenspace model \( \Omega = (\mathbf{\mathcal{X}}, \mathbf{U}_k, \mathbf{A}_k, \mathcal{N}) \) without keeping the past training samples \( \mathbf{X} \) such that the accumulation ratio \( A' (\mathbf{U}'_{k+l}) \) of the given training samples \( [\mathbf{X}, \mathbf{Y}] \) is larger than a threshold \( \theta \).

Assume that we have a candidate set of augmented eigenaxes \( \mathbf{H}_l = \{ h_1, \cdots, h_l \} \). Because the denominator of (23) is constant once the mean vector \( \bar{\mathbf{y}} \) is calculated at each learning stage, the increment of the accumulation ratio from \( A' (\mathbf{U}'_k) \) to \( A' (\mathbf{U}'_{k+l}) \) is determined by the numerator terms. Thus, let us define the following difference \( \Delta A'_i (\mathbf{U}'_k) \) of the numerator terms between \( A' (\mathbf{U}'_k) \) and \( A' (\mathbf{U}'_{k+l}) \):

\[
\Delta A'_i (\mathbf{U}'_k) = \frac{L}{N + L} \left( \mathbf{H}'_i (\bar{\mathbf{x}} - \bar{\mathbf{y}}) \right)^2 + \frac{1}{N} \sum_{j=1}^{L} \left( \mathbf{H}'_i (\mathbf{y}^{(j)} - \bar{\mathbf{y}}) \right)^2
\]

where

\[
\Delta A'_i = \frac{L}{N + L} \left( \mathbf{h}'_i (\bar{\mathbf{x}} - \bar{\mathbf{y}}) \right)^2 + \frac{1}{N} \sum_{j=1}^{L} \left( \mathbf{h}'_i (\mathbf{y}^{(j)} - \bar{\mathbf{y}}) \right)^2.
\]

Equation (24) means that the increments of the accumulation ratio are determined by the linear sum of \( \Delta A'_i \). Therefore, to find the smallest set of eigenaxes, first we find \( \mathbf{h}_l \) with the largest \( \Delta A'_l \), and put it into the set of augmented eigenaxes \( \mathbf{H}_l \) (i.e., \( l = 1 \) and \( \mathbf{H}_1 = \mathbf{h}_1 \)). Then, check if the accumulation ratio of \( A' (\mathbf{U}'_{k+l}) \) in (23) becomes larger than the threshold \( \theta \). If not, select \( \mathbf{h}_l \) with the second largest \( \Delta A'_l \) and the same procedure is repeated until \( A' (\mathbf{U}'_{k+l}) > \theta \) is satisfied. This type of greedy algorithm makes the selection of an optimal set of eigenaxes very simple. The algorithm of the eigenaxis selection is summarized in Algorithm 1.

**Algorithm 1:** Selection of Eigenaxes

**Input:**
- Eigenspace model \( \Omega = (\mathbf{\mathcal{X}}, \mathbf{U}_k, \mathbf{A}_k, \mathcal{N}) \).
- A chunk of \( L \) training samples \( \mathbf{Y} = \{ \mathbf{y}^{(1)}, \cdots, \mathbf{y}^{(L)} \} \).
- Threshold \( \theta \) of accumulation ratio.

**Calculate the mean vector** \( \bar{\mathbf{y}} \) of the given training samples \( \mathbf{Y} \).

**Calculate the accumulation ratio** \( A' (\mathbf{U}'_k) \) based on (21).

if \( A' (\mathbf{U}'_k) \geq \theta \) then
- terminate this algorithm.
end if

for \( i = 1 \) to \( L \) do
- Obtain the following residue vector \( \mathbf{h}_i \) using the \( i \)th training sample \( \mathbf{y}^{(j)} \):

\[
\mathbf{h}_i = \frac{\mathbf{r}_i}{||\mathbf{r}_i||}
\]

where

\[
\mathbf{r}_i = (\mathbf{y}^{(j)} - \bar{\mathbf{x}}) - \mathbf{U}_k \mathbf{U}_k^T (\mathbf{y}^{(j)} - \bar{\mathbf{x}}).
\]

end for

Define an index set \( \mathcal{H} \) of \( \mathbf{h}_i \).

**loop**

Find the following residue vector \( \mathbf{h}'_l \) which gives the maximum increment \( \Delta A'_{l} \) in (25):

\[
\mathbf{h}'_l = \arg \max_{\mathbf{h}'_l \in \mathcal{H}} \Delta A'_{l}.
\]

\[
\mathbf{H} \leftarrow [\mathbf{H}, \mathbf{h}'_l], \quad l \leftarrow l + 1, \quad \mathcal{H} \leftarrow \mathcal{H} \setminus \mathcal{I}.
\]

if \( \mathcal{H} \) is empty then
- terminate this algorithm.
end if

Calculate the updated accumulation ratio \( A' (\mathbf{U}'_{k+l}) \) based on (23).

if \( A' (\mathbf{U}'_{k+l}) \geq \theta \) then
- terminate this algorithm.
end if

end loop

**Output:** Set of augmented eigenaxes \( \mathbf{H} = \{ h_1, \cdots, h_l \} \).

**B. Update of Classifier**

The update of a feature space by IPCA leads to the rotation of eigenaxes and the dimensional augmentation. This means that the inputs of a classifier change in not only their values
but also the number of input variables. To learn a classification system stably even in one-pass incremental learning environments where no past training sample is kept in memory, we have proposed two classifier training approaches so far: one is the training with a prototype-based classifier (ECM [15] plus k-NNC) [21], [24] and the other is the training with a neural network classifier (RAN-LTM) [22]. In these approaches, the classification accuracy is determined not only by the performance of feature extraction but also by that of classifier. Therefore, to focus on the comparison of feature extraction methods, the classifier should be simple. In this paper, let us adopt an NNC with a fixed number of prototypes which remove randomness from given training samples.

For online classification purpose, the prototypes of NNC must be updated to adapt to the new eigenspace \( \Omega^{f} = (\mathbf{x}^{f} \cdot U_{k}^{f} \cdot A_{k}^{f}, N + L) \) at every learning stage. This can be done in a straightforward way. Assume that we keep a set of \( P \) reference vectors \( \mathcal{V} = \{ (\mathbf{p}_{j} \in \mathbb{R}^{n}, z_{j}) | j = 1, \ldots, P \} \), where \( z_{j} \) is the class label of \( \mathbf{p}_{j} \). Then, the prototype vectors \( \hat{\mathbf{p}}_{j} \) of NNC are calculated by projecting \( \mathbf{p}_{j} \) to the eigenspace \( \Omega^{f} \) as follows:

\[
\hat{\mathbf{p}}_{j} = U_{k}^{T} (\mathbf{p}_{j} - \bar{x}).
\]

(27)

The class label \( z_{j} \) is added to \( \hat{\mathbf{p}}_{j} \), and a set of prototypes are defined as \( \hat{\mathcal{V}} = \{ (\hat{\mathbf{p}}_{j} \in \mathbb{R}^{k}, z_{j}) | j = 1, \ldots, P \} \). Therefore, the prototypes of NNC must be updated by projecting the reference vectors in \( \mathcal{V} \) at every learning stage.

Since NNCs predict a class label by finding the nearest prototype to a query, the training of an NNC is conducted only by updating the prototypes based on (27). The algorithm of classifier update is summarized in Algorithm 2.

---

**Algorithm 2: Update of Classifier**

**Input:**
- Eigenspace model \( \Omega = (\mathbf{x} \cdot U_{k} \cdot A_{k}, N) \).
- Reference vectors \( \mathcal{V} = \{ (\mathbf{p}_{j}, z_{j}) | j = 1, \ldots, P \} \).

**for** \( j = 1 \) to \( P \) **do**

Calculate the prototype vectors \( \hat{\mathbf{p}}_{j} \) based on (27).

**end for**

**Output:** Prototype set \( \hat{\mathcal{V}} = \{ (\hat{\mathbf{p}}_{j}, z_{j}) | j = 1, \ldots, P \} \).

---

**C. Training of Initial Eigenspace**

Assume that a set of initial training samples \( D_{0} = \{ (x^{(i)}, z^{(i)}) | i = 1, \ldots, N \} \) is given before the learning gets started. To form an initial eigenspace model \( \bar{\Omega} = (\bar{\mathbf{x}} \cdot \bar{U}_{k} \cdot \bar{A}_{k}, N, \bar{\theta}) \), the conventional PCA is applied to \( D_{0} \). However, before getting \( \Omega \), we have to know a threshold \( \theta \) of the accumulation ratio. In many cases, a proper \( \theta \) is unknown and often depends on training data sets. For this purpose, the cross-validation technique is often used.

First, we define the number of search points \( M \) and the search range \( [\theta_{1}, \theta_{M}] \). Then, the \( m \)th search point \( \theta_{m} \) is expressed by

\[
\theta_{m} = \theta_{1} + (p - 1) \frac{\theta_{M} - \theta_{1}}{M - 1}.
\]

(28)

To estimate the appropriateness of \( \theta_{m} \), we evaluate the classification performance based on the leave-one-out cross validation. Namely, \( (N - 1) \) training examples are picked for training and the remaining one is used for test to evaluate the classification accuracy. All the combinations of training sets are evaluated and the classification accuracies are averaged over \( N \) trials. Then, the next search point is moved to \( \theta_{m+1} \). The same evaluation is carried out until the final search point \( \theta_{M} \) is evaluated. If several \( \theta_{m} \)'s have the same performance, the smallest one is selected as \( \theta \).

After selecting the threshold \( \theta \), an initial eigenspace is calculated by applying PCA to all the training samples in \( D_{0} \). The algorithm of the initial training is shown in Algorithm 3.

---

**Algorithm 3: Training of Initial Eigenspace**

**Input:**
- Initial training set \( D_{0} = \{ (\mathbf{x}^{(i)} \in \mathbb{R}^{n}, z^{(i)}) | i = 1, \ldots, N \} \).
- The number \( M \) of search points.
- Search range \( [\theta_{1}, \theta_{M}] \).
- The number \( P \) of prototypes.

**for** \( m = 1 \) to \( M \) **do**

Set the threshold of the accumulation ratio \( \theta_{m} \) using (28).

Call **Calculate Eigenspace** to obtain the eigenspace model of \( D_{0} \).

**for** \( i = 1 \) to \( N \) **do**

Set the query \( \mathbf{y} = (\mathbf{x}^{(i)}, z^{(i)}) \) and \( D_{0}^{\prime} \leftarrow D_{0} \setminus \mathbf{y} \).

Select \( \min(P, N - 1) \) samples randomly from \( D_{0}^{\prime} \) as reference vectors and put them into \( \mathcal{V} \).

Call **Update of Classifier** to obtain the prototypes \( \hat{\mathcal{V}} \).

Call **Classification** to predict the class of \( \mathbf{x}^{(i)} \).

**end for**

Evaluate the average classification accuracy.

**end for**

Find all the \( \theta_{m} \)'s that give the highest accuracy and put them into a set \( \mathcal{P} \).

Set the threshold as follows: \( \theta \leftarrow \min_{\theta_{m} \in \mathcal{P}} \theta_{m} \).

Call **Calculate Eigenspace** to obtain the eigenspace model of \( D_{0} \).

**Output:**
- Threshold of accumulation ratio \( \theta \).
- Eigenspace model \( \Omega = (\mathbf{x} \cdot U_{k} \cdot A_{k}, N) \).
The pairs \((y_i^{(i)}, z_i^{(i)})\) \((i = 1, \ldots, L)\) are put into a training set \(D\), and the learning of an eigenspace and a classifier gets started. The number of chunk training samples \(L\) (i.e., the size of \(D\)) is generally changed at every learning stage in an online classification process. We should note that the proposed classification system can work even for variable \(L\) because there is no limitation on the chunk size to be applied to the proposed chunk IPCA. The main algorithm of learning and classification is summarized in Algorithm 6.

**Algorithm 6: Learning and Classification**

**Input:**
- Chunk IPCA algorithm.
- Initial training set \(D_0 = \{(x_i^{(i)}, z_i^{(i)})|i = 1, \ldots, N\}\).
- The number \(P\) of prototypes.
- The number \(M\) of search points for threshold and search range \([\theta_1, \theta_M]\).

**Initialization:**
1) Call \textit{Training of Initial Eigenspace} to obtain the threshold \(\theta\) and the initial eigenspace model \(\Omega = (\mathbf{Z}, U_k, \Lambda_k, N)\) of \(D_0\).
2) \(P' \leftarrow \min(P, N)\).
3) Select \(P'\) training samples randomly from \(D_0\) as reference vectors and put them into a set \(\mathcal{V}\).

\(\text{loop} // \text{Prediction and Learning}\)

**Input:** A new chunk of training samples \(D = \{(y_i^{(i)}, z_i^{(i)})|i = 1, \ldots, L\}\).

**if** \(P' < P\) **then**
- select \(\min(P - P', L)\) training samples randomly from \(D\)
- put them into \(\mathcal{V}\)
- \(P' \leftarrow P' + \min(P - P', L)\).
**end if**

Call \textit{Update of Classifier} to update the prototypes \(\mathbf{\hat{V}}\).

Call \textit{Classification} to predict the class labels \(z(y_i^{(i)})\) of queries \(y_i^{(i)}\) \((i = 1, \ldots, L)\) in \(D\).

Apply chunk IPCA to \(Y = \{y_1^{(1)}, \ldots, y_L^{(L)}\}\)
1) Call \textit{Selection of Eigenaxes} to obtain a matrix \(H_i\) of the \(I\) augmented eigenaxes.
2) Solve an intermediate eigenproblem in (14) or (15) to obtain a rotation matrix \(R\) and an eigenvalue matrix \(\Lambda_{k+i}\).
3) Update the mean vector \(\mathbf{\bar{y}}\) and the eigenvector matrix \(U_{k+i}\) based on (9) and (12), respectively.

Update the eigenspace model as follows:
\(\Omega = (\mathbf{Z}, U_k, \Lambda_k, N) \leftarrow \Omega' = (\mathbf{Z}', U_{k+i}', \Lambda_{k+i}', N + L)\)

**Output:** Prediction \(z(y_i^{(i)})\) \((i = 1, \ldots, L)\).

**end loop**

---

**Algorithm 4: Calculate Eigenspace**

**Input:**
- Training set \(D = \{(x_i^{(i)} \in \mathcal{R}^n, z_i^{(i)})|i = 1, \ldots, N\}\).
- Threshold \(\theta\) of accumulation ratio.

Apply PCA to \(D\) and obtain the eigenvectors \(U_n = \{u_1, \ldots, u_n\}\), whose eigenvalues \(\Lambda_n = \text{diag}\{\lambda_1, \ldots, \lambda_n\}\) are sorted in decreasing order.

for \(k = 1\) to \(n\) do
  Calculate the accumulation ratio \(A(U_k)\) based on (16).
  if \(A(U_k) \geq \theta\) then
    exit the loop.
  end if
end for

Calculate the mean vector \(\bar{x}\) of \(x_i^{(i)} \in D\).

**Output:** Eigenspace model \(\Omega = (\mathbf{Z}, U_k, \Lambda_k, N)\).

---

**Algorithm 5: Classification**

**Input:**
- Query set \(Y = \{y_1^{(1)}, \ldots, y_q^{(q)}\}\).
- Eigenspace model \(\Omega = (\mathbf{Z}, U_k, \Lambda_k, N)\).
- Prototype set \(\mathbf{V} = \{\mathbf{v}_{j'}^{(i)}, z_{j'}|j = 1, \ldots, P\}\).

for \(i = 1\) to \(q\) do
  Calculate the projection \(\bar{y}_{i'}^{(i)}\) of the query \(y_i^{(i)}\) to the eigenspace \(\Omega\) using (27).
  Obtain the class label \(z_{j'}\) as follows:
  \(z_{j'} = \arg\min_{j' \in \mathbf{V}} ||\bar{y}_{i'}^{(i)} - \mathbf{v}_{j'}||\).
  Set \(z_{j'}\) to the prediction \(z(y_i^{(i)})\) of \(y_i^{(i)}\).
end for

**Output:** Prediction \(Z = \{z(y_1^{(1)}), \ldots, z(y_q^{(q)})\}\).

---

After the classification is over, all or a part of the queries \(y_i^{(i)}\) are used for training. Assume that \(L\) of \(q\) queries are selected\(^4\) and the class labels of the \(L\) queries are provided by a supervisor.

\(^4\)In some cases, only the queries that the classifier fails to classify might be selected for training or sometimes all the queries might be used for training.
Because we assume a continuous learning environment, the learning in the previous algorithm never converges because a chunk of training samples is successively provided to a system forever. However, the convergence at each learning stage is easily proved. The proposed learning algorithm has only one conditional loop in Selection of Eigenaxes. This conditional loop is repeated until the accumulation ratio becomes larger than the threshold; however, the maximum repetition of this loop is obviously \( L \) which is equal to the number of residue vectors \( h_i \) (i = 1, ..., L). Therefore, when there is no more residue vector to be added as an eigenaxis, the algorithm is terminated.

### IV. EXPERIMENTS

#### A. Experimental Setup

Table I shows the seven data sets for the evaluation of the proposed chunk IPCA. To study on the scalability of the proposed chunk IPCA, we choose large-scale data sets which have a large number of data samples and/or attributes. The first six data sets in Table I are selected from the University of California at Irvine (UCI) Machine Learning Repository [32], and the last one is a synthetic data set with 5000 attributes which is compiled from six different microarray data sets. Each microarray data set is provided as a two-class classification problem to diagnose NS cancer, lymphoma, ovarian, leukemia, lung cancer, and breast cancer. Since these six data sets have only 740 data in total, the number of learning stages is very small when the chunk size is large (e.g., \( L = 100 \)). Thus, we use additional 1480 data for training and test which are generated from the original data by adding white noise. Because “internet advertisement data set,” “letter recognition data set,” “microarray data set,” “musk data set,” and “spambase data set” are not divided into training and test samples, we split them randomly into two halves, and the first and the second subsets are used for training and test, respectively. Although musk database includes two data sets in the UCI repository, we select the larger one.

To construct an initial eigenspace, a part of training samples is selected from the University of California at Irvine (UCI) Machine Learning Repository [32], and the last one is a synthetic data set. Since these six data sets have only 740 data in total, the number of learning stages is very small when the chunk size is large (e.g., \( L = 100 \)). Thus, we use additional 1480 data for training and test which are generated from the original data by adding white noise. Because “internet advertisement data set,” “letter recognition data set,” “microarray data set,” “musk data set,” and “spambase data set” are not divided into training and test samples, we split them randomly into two halves, and the first and the second subsets are used for training and test, respectively. Although musk database includes two data sets in the UCI repository, we select the larger one.

#### TABLE I

**EVALUATED DATA SETS**

<table>
<thead>
<tr>
<th>Database Name</th>
<th>#Attributes</th>
<th>#Classes</th>
<th>#Train. Data</th>
<th>#Test Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult</td>
<td>14</td>
<td>2</td>
<td>30,162</td>
<td>15,060</td>
</tr>
<tr>
<td>Letter Recognition</td>
<td>16</td>
<td>26</td>
<td>10,000</td>
<td>10,000</td>
</tr>
<tr>
<td>Spambase</td>
<td>57</td>
<td>2</td>
<td>2,301</td>
<td>2,300</td>
</tr>
<tr>
<td>Musk</td>
<td>166</td>
<td>2</td>
<td>3,299</td>
<td>3,299</td>
</tr>
<tr>
<td>Isolet Spoken Letter Recg.</td>
<td>617</td>
<td>26</td>
<td>6,238</td>
<td>1,559</td>
</tr>
<tr>
<td>Internet Advertisement</td>
<td>1,558</td>
<td>2</td>
<td>1,180</td>
<td>1,179</td>
</tr>
<tr>
<td>Microarray</td>
<td>5,000</td>
<td>12</td>
<td>1,110</td>
<td>1,110</td>
</tr>
</tbody>
</table>

Algorithm works even though any size of data chunk is given at each learning stage. However, for the sake of simplicity, the chunk size is fixed at a constant \( L \) over the entire learning period. In the experiment in Section IV-C, to study the influence of chunk size on the performance, the constant \( L \) is changed from 5 to 100; in the other experiments, \( L \) is set to 5.

A chunk of training samples is randomly selected and it has no overlap with other chunks; hence, all the training samples are presented only once.

![Fig. 1. Presentation of training samples in the assumed incremental learning environments. At stage 0, an initial training set is given for initial training. For the sake of simplicity, it is assumed that the same size of data chunk is given over the following learning stages. A chunk of training samples is randomly selected from a training data set and it has no overlap with other chunks; hence, all the training samples are presented only once.](image-url)
As seen from Table II(a), the classification accuracy (percent) and the learning time (seconds) of the aforementioned three eigenspace models and the proposed chunk IPCA when the rate $p$ of initial data is 1) $p = 0.5\%$ and 2) $p = 5\%$. The chunk size $L$ is fixed at 5 throughout the learning stages. The single asterisk (*) and the double asterisk (**) mean that the average difference from chunk IPCA is statistically significant with 5\% and 1\% level, respectively. When the initial data set is small, it is clear that the update of a feature space is very effective. In most cases, there is no significant difference from batch PCA and IPCA. This result means that the incremental learning of a feature space is stably carried out in chunk IPCA. (a) Rate of initial data ($p = 0.5\%$); (b) Rate of initial data ($p = 5\%$)

<table>
<thead>
<tr>
<th></th>
<th>Adult</th>
<th>Letter</th>
<th>Spam</th>
<th>Musk</th>
<th>Isolet</th>
<th>Advertise</th>
<th>Microarray</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed Eigenspace</td>
<td>77.9±0.77**</td>
<td>72.4±2.6**</td>
<td>76.2±3.9**</td>
<td>86.1±1.5**</td>
<td>65.8±3.0**</td>
<td>78.3±9.5**</td>
<td>41.4±8.1**</td>
</tr>
<tr>
<td>IPCA</td>
<td>78.6±0.48</td>
<td>75.5±1.2</td>
<td>81.9±1.4</td>
<td>89.6±1.1</td>
<td>77.7±1.5</td>
<td>87.9±2.9</td>
<td>65.1±4.9</td>
</tr>
<tr>
<td>Batch PCA</td>
<td>78.5±0.47</td>
<td>75.8±1.1</td>
<td>82.4±1.6</td>
<td>89.8±1.3</td>
<td>79.4±1.3**</td>
<td>88.3±2.5</td>
<td>66.5±4.7</td>
</tr>
<tr>
<td>Chunk IPCA</td>
<td>78.6±0.47</td>
<td>75.3±1.2</td>
<td>82.0±1.6</td>
<td>89.6±1.3</td>
<td>77.1±1.5</td>
<td>88.0±2.1</td>
<td>64.8±5.1</td>
</tr>
</tbody>
</table>

Tables II and III, respectively, show the classification accuracy (percent) and the learning time (seconds) of the aforementioned three eigenspace models and the proposed chunk IPCA when the rate $p$ of initial data is 1) $p = 0.5\%$ and 2) $p = 5\%$. The chunk size of training samples is fixed at 5 in the experiments (i.e., $L = 5$). As seen from Table II(a), the classification accuracy of the fixed eigenspace model is inferior to other models when only a small part of training samples ($p = 0.5\%$) are given at a starting point. Moreover, for all of the evaluated data sets, there is statistical significance in the average difference between fixed eigenspace and chunk IPCA with 1\% level. This result suggests that the features selected from the initial training samples were inappropriate to classify the remaining training samples correctly; therefore, we can say that it is effective to update the feature space to adapt to the change of data distributions. On the other hand, however, we cannot recognize clear difference between fixed eigenspace and chunk IPCA in Table II(b) except for microarray data set. This result means that 5\% of training samples are enough to construct an effective eigenspace for the large-scale data sets. However, we should note that the importance of incremental learning is not lost because we cannot know in advance whether an initial data set includes the whole information on training samples given in future.

On the other hand, there is no significant difference in the classification accuracy between IPCA and chunk IPCA. This is not a surprising result because the same threshold of the accumulation ratio is given to these two methods in our experiments; therefore, the eigenspaces generated by these two methods tend to have similar dimensionality. This means that the eigenspaces hold the same amount of information on training samples. Comparing with batch PCA, the proposed chunk IPCA has a little lower classification accuracy; however, the difference is not significant except for isoleit. This means that the proposed method ensures the quasi-optimality in the construction of eigenspaces without keeping past training samples.

The computation costs of the eigenspace update are estimated by measuring the CPU time (seconds) using a Matlab function `cputime`. The computers used in the evaluation have twin Intel Xeon(TM) CPU 3.20 GHz and 2-GB RAM. As seen from Table III(a) and (b), the computation costs of chunk IPCA are

\[O(n)\]
As seen from Fig. 3 (a), the classification accuracy of chunk IPCA is very stable for any size of initial training samples. On the other hand, as seen from Fig. 2 (b), the learning time is largely affected by \( L \). For the data sets with a fairly small number of attributes (adult, letter, spambase, musk, and isoelet), the learning time is prone to be shortened as the chunk size becomes large. This reduction in computation time mainly comes from the decrease in the repetition times of solving intermediate eigenproblems. For the data sets with many attributes (advertisement and microarray), however, the relative CPU time grows as the chunk size increases.

To understand this result, let us study on the computational complexity of chunk IPCA. The learning algorithm of chunk IPCA is mainly composed of the following operations: the selection of eigenaxes and its computational complexity is roughly reduced to \( O(nL^3) \) because \( k \) is also considered to be \( O(L) \) in the worst case. On the other hand, the computational complexity of solving eigenproblem is \( O(L^3) \). Therefore, in the situation where many eigenaxes are augmented, the operation in chunk IPCA is dominated by eigenaxis selection and its computational complexity is significantly reduced against both IPCA and batch PCA especially for large-scale data sets. The experimental results here indicate that the proposed method possesses excellent scalability in learning time without sacrificing classification accuracy.

### C. Influence of Chunk Size

Fig. 2 (a) and (b), respectively, shows the classification accuracy of chunk IPCA at the final learning stage and the learning time when training samples are provided in various chunk size \( L \). Because the actual learning time is quite different depending on the evaluated data sets, we introduce the relative CPU time which is normalized by the CPU time for \( L = 5 \). As seen from Fig. 2 (a), we simply say that the classification accuracy is not affected by the chunk size.

On the other hand, as seen from Fig. 2 (b), the learning time is largely affected by \( L \). For the data sets with a fairly small number of attributes (adult, letter, spambase, musk, and isoelet), the learning time is prone to be shortened as the chunk size becomes large. This reduction in computation time mainly comes from the decrease in the repetition times of solving intermediate eigenproblems. For the data sets with many attributes (advertisement and microarray), however, the relative CPU time grows as the chunk size increases.

In Table IV, \( I \) means the number of augmented eigenaxes. In the worst case, \( I \) could be close to the chunk size \( L \); then, the computational complexity of the eigenaxis selection is roughly reduced to \( O(nL^3) \) because \( k \) is also considered to be \( O(L) \) in the worst case. On the other hand, the computational complexity of solving eigenproblem is \( O(L^3) \). Therefore, in the situation where many eigenaxes are augmented, the operation in chunk IPCA is dominated by eigenaxis selection and its computational complexity is significantly reduced against both IPCA and batch PCA.

### D. Influence of Initial Data Size

Fig. 3 (a) and (b), respectively, shows the classification accuracy of chunk IPCA and fixed eigenspace for different rates of initial data. The classification accuracy is evaluated after all the training samples are learned, and the size of chunk data is fixed at 5.

As seen from Fig. 3 (a), the classification accuracy of chunk IPCA is very stable for any size of initial training samples. On the contrary, the results in Fig. 3 (b) demonstrate that the classification accuracy for a small size of initial training samples is seriously deteriorated if the eigenspace is not update over the training period. For most of the data sets, it seems that at least

<table>
<thead>
<tr>
<th>Table III</th>
<th>Comparison of Average Learning Time (seconds) for Seven Data Sets When the Percentages ( p ) of Initial Training Data are 0.5% and 5%. The Chunk Size ( L ) is Fixed at 5 Throughout the Learning Stages. The Values After ± Mean the Standard Deviations. The Computation Costs of Chunk IPCA Are Significantly Reduced Against Both IPCA and Batch PCA. (a) Rate of Initial Data (( p = 0.5% )); (b) Rate of Initial Data (( p = 5% ))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adult</td>
</tr>
<tr>
<td>IPCA</td>
<td>13.81±1.2</td>
</tr>
<tr>
<td>Batch PCA</td>
<td>340.6±50.5</td>
</tr>
<tr>
<td>Chunk IPCA</td>
<td>7.04±0.57</td>
</tr>
</tbody>
</table>

5As will be shown in Section IV-C, if the chunk size is large, sometimes chunk IPCA needs more learning time than IPCA for high-dimensional data sets.
Fig. 2. Comparisons of (a) classification accuracy at the final learning stage and (b) relative CPU time of chunk IPCA for the seven data sets when the chunk size \( L \) is set to 5, 10, 20, 50, and 100. The classification accuracy is almost independent of \( L \). On the other hand, the relative CPU time (learning time) is largely affected by \( L \). For the data sets with a fairly small number of attributes (adult, letter, spambase, musk, and isolet), the learning time is prone to be shortened as the chunk size becomes large. For the data sets with many attributes (advertisement and microarray), however, the relative CPU time grows as the chunk size increases.

Table IV

<table>
<thead>
<tr>
<th>Solving Eigenproblem</th>
<th>Eigen-axis Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chunk IPCA</td>
<td>( O((k + l)^3) )</td>
</tr>
<tr>
<td></td>
<td>( O(n(k + l)IL) )</td>
</tr>
</tbody>
</table>

5% of training samples are necessary for attaining good classification performance even if the eigenspace is fixed. However, for the microarray data set, the classification accuracy of fixed eigenspace is lower than that of chunk IPCA even if 20% of training samples are given at a starting point.

These results demonstrate that chunk IPCA can stably improve the accuracy of a classification system to a satisfied level from any starting point. This property is very effective and important as an incremental learning system.

E. Accuracy of Updated Eigenvectors

To see whether an appropriate feature space is constructed by chunk IPCA, the similarity of eigenvectors obtained by batch PCA and chunk IPCA is examined. The similarity is measured by the following directional cosine \( d_i \):

\[
d_i = \frac{1}{M} \sum_{j=1}^{M} \mathbf{u}_{ji}^{(b)} T \mathbf{u}_{ji}^{(c)}
\]

where \( \mathbf{u}_{ji}^{(b)} \) and \( \mathbf{u}_{ji}^{(c)} \) are, respectively, the \( i \)th eigenvector obtained by batch PCA and chunk IPCA in the \( j \)th trial, and \( M \) is the number of trials to average the similarity. Note that \( \mathbf{u}_{ji}^{(b)} \) and \( \mathbf{u}_{ji}^{(c)} \) are unit vectors. Obviously, if the similarity is one, it means two eigenvectors are identical.
Fig. 4 shows the average similarity between the eigenvectors obtained by batch PCA and chunk IPCA for the seven data sets in Table I when the chunk size is fixed at $L = 5$ and the rate of initial data sets is set to $p = 5\%$. The similarity is maintained at above 0.9 for the first eight major eigenvectors except for spam data set.

From the results in Fig. 4, we can see that the similarity is maintained at above 0.9 for the first eight major eigenvectors except for spam data set. As for adult, isolet, and letter data sets, about 20 major eigenvectors are exactly obtained by chunk IPCA. Fig. 5 shows the distribution of the normalized eigenvalues for the major 20 eigenvectors. Here, the $i$th normalized eigenvalue is defined as the eigenvalue of the $i$th eigenvector normalized by the sum of all the eigenvalues. As seen from Fig. 5, the normalized eigenvalues are going down quickly below 0.1 after around the fifth major eigenvector. From the results in Figs. 4 and 5, we can say that the proposed chunk IPCA gives a fairly good approximation to major eigenvectors with large eigenvalues.

On the other hand, the approximation to minor eigenvectors, whose normalized eigenvalues are almost zero in Fig. 5, have large errors. The primary reasons for this is originated from the approximation error introduced in the derivation of the intermediate eigenproblem in (14) and the accumulation ratio in (23). The cumulative effect of this approximation error could be small if the threshold of the accumulation ratio $\theta$ was provided properly. However, it is not easy to know a proper value of $\theta$ even though the leave-one-out cross validation is introduced into the parameter selection. In the one-pass learning situation assumed here, training samples are discarded immediately after the learning is finished at every stage. Therefore, if the distribution of training samples is largely varied from that in the past, some crucial information might be lost during learning, and the loss would prevent from constructing an effective eigenspace. To overcome this problem, we could introduce an adaptive mechanism for selecting $\theta$. However, currently, the approximation error for minor eigenvectors does not affect the classification accuracy as far as we can see from the results in Table II. Therefore, this problem is left as our future work.

V. CONCLUSION AND FUTURE WORK

In our previous works [21], [24], we have proposed an adaptive evolving connectionist model in which IPCA and ECM are effectively combined. This learning scheme gives a new concept for pattern recognition systems; that is, feature extraction and classifier learning are simultaneously carried out. One drawback of this approach was scalability in terms of the number of samples and the number of their attributes. This drawback comes from the limitation of the previous approach where a training sample must be applied one by one even if a chunk of training sample is given at a time.

To overcome this problem, we also have proposed a new method called chunk IPCA [23], in which a chunk of training samples can be applied at a time to update an eigenspace model incrementally. In addition, we extended the incremental learning of a classifier such that it can also be learned with a chunk of training samples. This paper presents a practical algorithm of eigenaxis selection in chunk IPCA based on the accumulation ratio, and we give a complete form of an online classification system in which the incremental learning of an eigenspace and a simple NNC is simultaneously carried out under one-pass learning environments. This brings us an efficient way to learn a system in terms of computations and memory.

To evaluate the scalability and the learning efficiency of the proposed chunk IPCA, we tested the seven large-scale data sets with a large number of data samples and attributes. The experimental results suggested that the proposed learning scheme worked quite well even if training samples were provided in any size of chunks at a time. That is to say, the chunk size does not affect the final classification accuracy of the system and the learning time can be shortened for large chunk data unless the number of attributes is too large. Furthermore, we investigated...
the influence of initial data size, and the results demonstrate that chunk IPCA can stably improve the accuracy of a classification system to a satisfied level from any starting point. Finally, we examined the approximation error of the eigenvectors. As a result, chunk IPCA learned major eigenvectors without serious errors, while minor eigenvectors had large errors. However, as far as we can see from the experimental results, the error for minor eigenvectors does not affect the classification accuracy seriously.

There still remains further work to be done. First, as described in Section IV-E, the approximation error to minor eigenvectors may prevent from constructing an effective eigenspace if the sample distributions were largely varied over time. This can be alleviated by introducing an adaptive mechanism for the threshold $\theta$ of accumulation ratio. Second, the system performance can be greatly enhanced by introducing ILDA [25] as feature extraction and by introducing other powerful classifiers such as neural networks [22] and support vector machine. Therefore, pursuing the optimal combination of the feature space learning and the classifier learning is another interesting topic. Third, PCA and LDA transform inputs into linear features, and these features are not always effective for classification purposes. Recently, kernel PCA and kernel LDA were widely noticed as high-performance feature extraction methods [2, 28, 40]; hence, the extension of incremental learning approach to kernel PCA and kernel LDA is very promising. One application of the proposed method is in online learning robotic systems, where the robots reevaluate online the input information and select the most appropriate features for the time [17]. Another application of the proposed method is in computational neurogenetic modeling, where new EEG data is added incrementally and a gene-regulatory network of relevant genes is derived to optimize a matching fitness function between the model and the data [3]. Challenging the aforementioned open questions and pursuing the directions to new application areas are left as our future work.
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