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In this paper, we present quantum transport simulation of nanoscale semiconductor devices based on Wigner Monte Carlo (WMC) approach. We have found that the WMC approach can accurately handle higher-order quantized subbands, tunneling, quantum reflection, and decoherence processes occurring in nanoscale semiconductor devices. Furthermore, we have demonstrated that carrier quantum transport in source electrode plays an important role in devices extremely downscaled into the nanometer regime.

I. INTRODUCTION

The remarkable advancement in semiconductor microfabrication technology makes the manufacturing of nanoscale devices possible, where nonequilibrium transport and quantum effects directly appear on the device characteristics. To accurately predict the electrical properties of such ultrasmall devices at normal conditions, device simulation must reliably consider both quantum and scattering effects in carrier transport.

The particle-based Monte Carlo (MC) solution of the Boltzmann transport equation (BTE) is acknowledged as a powerful method for accurately describing carrier transport in semiconductor devices within the semiclassical approximation. However, as quantum effects become more and more important with continued downscaling, the semiclassical approach based on the BTE fails to describe the carrier transport accurately. Quantum effects are often incorporated in conventional MC simulation by considering quantum corrections, which represent repulsive force from interface and tunneling through potential barrier in terms of “smoothed effective potential,” while they keep three-dimensional (3D) description of particles.

On the other hand, most quantum simulations are based on the nonequilibrium Green’s function (NEGF) method, which is the most fundamental theoretical model of quantum transport and has been proven to be robust and versatile in ballistic transport simulation. However, in case of incoherent transport with realistic scattering, practical solution of NEGF model requires large computational effort. Therefore, when scattering effects are included, two-dimensional or 3D simulation of actual devices such as metal-oxide-semiconductor field-effect transistor still remains a difficult problem.

Alternatively, the Wigner function formalism seems very appropriate to deal with realistic problems. It is based on the Wigner function defined in the phase-space and allows us a rigorous description of quantum transport. The well-known strong analogy between Wigner and Boltzmann formalisms makes it possible to use similar numerical techniques such as the particle MC method by representing the Wigner function as an ensemble of pseudoparticles and by making use of the same scattering probabilities as in the Boltzmann collision operator. The major difference between the BTE and the Wigner transport equation (WTE) is the nonlocal potential term of the WTE. While the BTE treats the potential as a localized force term, the WTE treats the potential term nonlocally. Thus, the WTE fully incorporates quantum effects and the nonlocal term causes the Wigner function to take negative values.

The negative parts of the Wigner function cannot be accommodated in a normal MC technique. So, in order to account for the negative parts of the Wigner function, introduction of a new property, particle affinity, has been proposed. The affinity is a weighting given to each particle to represent its contribution to the total charge distribution of the system. The affinity evolves with time and its magnitude is updated according to the quantum evolution term governed by the nonlocal potential of the WTE. Such a Wigner function-based MC technique is called Wigner MC (WMC) method. The WMC method based on the affinity technique has been proposed by Shifren et al. and lately a fully self-consistent WMC method, in which the handling of the self-consistent Poisson potential and particle injection conditions is revised, has been reported by Querlioz et al. In this paper, we apply the approach by Querlioz et al. to quantum transport simulation in several nanoscale devices and structures and demonstrate the ability of the fully self-consistent WMC method for studying quantum and dissipative transport of carriers. We further verify that quantum transport in electrode becomes important in devices extremely downscaled into the nanometer regime.

II. WMC APPROACH

The Wigner transport formalism is based on the Wigner function $f_w(x,k)$ defined in the phase-space, and the WTE, the dynamical equation of $f_w(x,k)$, is given by
\[
\frac{\partial f_w}{\partial t} + \frac{h k}{m} \frac{\partial f_w}{\partial x} = Qf_w + Cf_w, \tag{1}
\]

which is very similar to the BTE. \(Cf_w\) represents collision term and if quantum collision effects are neglected and the same collision operator as in the BTE is used, the only difference comes from the term \(Qf_w\), which is the quantum evolution term including the nonlocal effect of the potential and represented by

\[
Qf_w(x,k) = -\frac{1}{\hbar} \int_{-\infty}^{\infty} \frac{dk'}{2\pi} V(x,k-k')f_w(x,k'), \tag{2}
\]

where the Wigner potential \(V(x,k-k')\) is given by using the potential energy distribution \(U(x)\) as follows:

\[
V(x,k-k') = 2 \int_{0}^{\infty} d\xi \sin[(k-k')\xi] \\
\times \left[U\left(x + \frac{\xi}{2}\right) - U\left(x - \frac{\xi}{2}\right)\right]. \tag{3}
\]

In this study, we will use the same scattering probabilities as in the BTE, which enable us clear comparison between the classical MC and the WMC formalisms. In addition, both the potential barrier and the Poisson potential are considered in \(U(x)\) of Eq. (3) in order to incorporate quantum effects not only in quantum regions, but also in external electrodes.\(^9\)

Alternatively, the quantum evolution term \(Qf_w\) can be represented in powers of \(\hbar\) and higher-order spatial derivatives of the potential energy.\(^7\) The \(\hbar^2\)-order term of them gives a quantum correction of potential\(^5\) or quantum diffusion current\(^13\) with the form of density-gradient.

According to Shifren et al.\(^8\) and Querlioz et al.\(^9\) we use the affinity technique to extend the particle MC algorithm to the WTE. In this technique, the Wigner function is defined by the position and the wave vector, and then described as an ensemble of pseudoparticles weighted by the affinity. Hence, the Wigner function takes the form

\[
f_w(x,k,t) = \sum_{i} A_i(t) \delta(x-x_i(t)) \delta(k-k_i(t)), \tag{4}
\]

where \(x_i, k_i, A_i\) are the position, the wave vector, and the affinity, respectively, of \(i\)th particle. Note that the affinity technique incorporates the wave properties of particles in the simulation. Such quantum particles behave and scatter as classical particles, except that the potential does no longer influence the wave vector but only the affinity through the quantum evolution term \(Qf_w(x,k)\). This means that the wave vector can be changed only by scattering. As a result, the equations of motion during a free flight are given by\(^14\)–\(^16\)

\[
\frac{dx_i}{dt} = \frac{h k_i}{m}, \tag{5}
\]

\[
\frac{dk_i}{dt} = 0, \tag{6}
\]

\[
\sum_{i \in M(x,k)} \frac{dA_i}{dt} = Qf_w(x,k). \tag{7}
\]

Note that the affinity of pseudoparticles in a mesh \(M(x,k)\) of the phase-space is updated with time according to Eq. (7). This represents that the affinity can take negative values in accordance with the fact that the Wigner function may also be negative. As Querlioz et al. pointed out, each mesh of the phase-space must always contain at least one pseudoparticle to ensure the conservation of the total affinity of particles. Therefore, we should inject particles with zero-affinity to every empty mesh where the quantum evolution term is not null. However, by injecting particles to every empty mesh, computational effort drastically increases. To reduce the number of pseudoparticles to be simulated and to ensure the computational accuracy simultaneously, we introduce a criterion for the zero-affinity particle injection as follows:

\[
|Qf_w(x,k)| > 0.01 |\Delta t| (s^{-1}), \tag{8}
\]

where, \(\Delta t\) is the time step of the MC simulation. This criterion was derived using the following simple argument. From Eq. (7), the time evolution of the affinities is calculated as

\[
A_i(t + \Delta t) - A_i(t) = \frac{1}{n} \Delta t \times Qf_w(x,k,t + \Delta t), \tag{9}
\]

where \(n\) is the number of pseudoparticles in the mesh \(M(x,k)\) of the phase-space. If the right-hand side quantity of Eq. (9) is smaller than 0.01, the difference is negligible since \(A_i\) usually takes the value close to 1. In a word, particles with zero-affinity are not necessary to be injected into such a trivial mesh. Consequently, \(\Delta t \times |Qf_w(x,k,t+\Delta t)| > 0.01 n > 0.01\) can be used as a guideline whether to inject the zero-affinity particle into empty mesh. We have carefully checked its validity by changing the threshold value and have verified Eq. (8) to work very well. We also add here that a predictor technique of fourth order was adopted to update the pseudoparticle affinities following Eq. (9), which is to make the solution stable.\(^15\)–\(^16\)

To accurately describe the time evolution of pseudoparticles, discretization scheme for the phase-space must be also stable. Since Eq. (3) is periodic in \(k\)-space with a period of \(2\pi/\Delta_k\), a mesh spacing \(\Delta_k\) for the relative coordinate \(\xi\) should be sufficiently small so that \(\pi/\Delta_k\) must always larger than the maximum \(k\) value that carriers can reach. In the WMC method, \(\Delta_k\) can be chosen independently of the real-space mesh spacing \(\Delta_r\). On the other hand, \(k\)-space meshing determines the number of pseudoparticles and hence the computational time, so its mesh spacing \(\Delta_k\) with an arbitrary number of mesh points \(N_k\), that is \(\Delta_k = 2\pi/(N_k \Delta_r)\), should be adjusted not to reduce the computational accuracy. Details of other numerical techniques for the fully self-consistent WMC method including boundary conditions are found in.\(^9\)–\(^14\)–\(^17\)

Since the WMC technique is a quantum ensemble MC (EMC) based on the full particle nature of the EMC technique, we can utilize ensemble statistics by representing that any ensemble average takes the form
where $Q$ is the quantity of interest such as velocity and energy. The current flowing through the device is calculated by averaging the electron velocities based on the Ramo–Shockley theorem\textsuperscript{18} as

$$I(t) = \frac{q}{L} \sum_i A_i(t)v_i(t),$$

where $L$ is the device length.

III. DESCRIPTION OF HIGHER-ORDER QUANTIZED SUBBANDS

Now, we will present the simulated results. First, we examined the ability of the WMC method to describe higher-order quantized subbands by simulating quantum well structures. Figure 1 shows the electron density distributions computed for single quantum wells with a well depth of 0.2 eV and well widths of (a) 4 nm, (b) 10 nm, and (c) 14 nm. The barrier region consists of AlGaAs doped to $10^{18}$ cm$^{-3}$ and the well region GaAs slightly doped to $10^{16}$ cm$^{-3}$. The Poisson equation is not solved in the simulation.

$\langle Q \rangle = \frac{\sum_i A_i Q_i}{\sum_i A_i}$,

where $Q$ is the quantity of interest such as velocity and energy. The current flowing through the device is calculated by averaging the electron velocities based on the Ramo–Shockley theorem\textsuperscript{18} as

<table>
<thead>
<tr>
<th>Well width (nm)</th>
<th>$E_1$ (eV)</th>
<th>$E_2$ (eV)</th>
<th>$E_3$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.094</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>10</td>
<td>0.031</td>
<td>0.12</td>
<td>...</td>
</tr>
<tr>
<td>14</td>
<td>0.018</td>
<td>0.073</td>
<td>0.15</td>
</tr>
</tbody>
</table>

IV. RESONANT-TUNNELING DIODE

Next, we apply the WMC method to a resonant tunneling diode (RTD), which is one of the appropriate devices to demonstrate the ability of the WMC method to describe
quantum tunneling and scattering effects. The RTD structure used in the simulation is shown in Fig. 2, where a GaAs quantum well of 5 nm is sandwiched between two AlGaAs barriers of 0.3 eV high and 3 nm wide, which is similar to that computed in.9 The quantum well, the barriers and 10 nm thick spacer regions adjacent to the barriers are slightly doped to $10^{16}$ cm$^{-3}$, while the 60 nm-long access regions are doped to $10^{18}$ cm$^{-3}$. As in Sec. III, the temperature is 300 K and the scattering mechanisms considered are optical phonons, elastic acoustic phonons, and impurities, and only the transport within the $\Gamma$ valley is considered. Here, we should state that the Poisson’s equation was self-consistently solved in the present RTD simulation and both the potential barriers and the Poisson potential are treated in the affinity evolution.

The computed current-voltage characteristics are shown in Fig. 3, which correspond well to the result reported in Ref. 9, in terms of peak and valley current densities, and also their occurring bias voltages. In Fig. 4, we plot (a) electron densities and (b) self-consistent potentials for the resonant and nonresonant biases. On resonance, an obvious peak of electron density is found in the central quantum well, while on nonresonance, an accumulation peak is formed in the left electrode, which is caused by the electrons bounced off the barriers. These results indicate that the WMC method can handle quantum mechanical resonant tunneling accurately.

Next, we examine the ability of handling scattering
FIG. 7. (a) Device structure of silicon n+-i-n+ diode used in the simulation and (b) conduction band valleys of silicon. The ellipsoidal multivalleys and its band nonparabolicity are taken into account. The channel length $L_{ch}$ is varied from 5 to 10 nm.


 FIG. 7. (a) Device structure of silicon n+-i-n+ diode used in the simulation and (b) conduction band valleys of silicon. The ellipsoidal multivalleys and its band nonparabolicity are taken into account. The channel length $L_{ch}$ is varied from 5 to 10 nm.

Valleys near the X point of the first Brillouin zone as shown in Fig. 7(b), so we need to define the Brillouin zone for each valley, and inject at least one pseudoparticle in each mesh of the six phase-spaces. Therefore, approximately six times larger number of simulated particles than in the RTD simulation is required.

In the following simulations, the temperature is 300 K, and the scattering mechanisms considered are intravalley elastic acoustic phonon and intervalley inelastic phonons including f- and g-phonons and impurity scatterings. Here, we emphasize that all of the simulated results are compared with those of the classic MC approach based on BTE, to clarify the quantitative influence of quantum effects.

Figure 8 shows the current-voltage characteristics computed for three channel lengths. It is found that the Wigner approach provides very close results to the Boltzmann approach for $L_{ch}=10$ and 7.5 nm, while it gives significantly larger current for $L_{ch}=5$ nm. To understand such behaviors of quantum current-voltage characteristics, we first plot the microscopic quantum features for $L_{ch}=10$ nm in Fig. 9. It is found that the quantum carrier distribution (Wigner) increases in the channel due to tunneling effect as shown in Fig. 9(b), and as a result, the channel potential is elevated due to space charge effect induced by the increased electron

V. SILICON N-I-N DIODE

Finally, we present quantum transport simulation of a silicon device based on the WMC technique. Figure 7 shows (a) the device structure of silicon n+-i-n+ diode used in this study and (b) the conduction band valleys of silicon. It is well-known that silicon has six equivalent ellipsoidal multi-

Valleys near the X point of the first Brillouin zone as shown in Fig. 7(b), so we need to define the Brillouin zone for each valley, and inject at least one pseudoparticle in each mesh of the six phase-spaces. Therefore, approximately six times larger number of simulated particles than in the RTD simulation is required.

In the following simulations, the temperature is 300 K, and the scattering mechanisms considered are intravalley elastic acoustic phonon and intervalley inelastic phonons including f- and g-phonons and impurity scatterings. Here, we emphasize that all of the simulated results are compared with those of the classic MC approach based on BTE, to clarify the quantitative influence of quantum effects.

Figure 8 shows the current-voltage characteristics computed for three channel lengths. It is found that the Wigner approach provides very close results to the Boltzmann approach for $L_{ch}=10$ and 7.5 nm, while it gives significantly larger current for $L_{ch}=5$ nm. To understand such behaviors of quantum current-voltage characteristics, we first plot the microscopic quantum features for $L_{ch}=10$ nm in Fig. 9. It is found that the quantum carrier distribution (Wigner) increases in the channel due to tunneling effect as shown in Fig. 9(b), and as a result, the channel potential is elevated due to space charge effect induced by the increased electron
density as shown in Fig. 9(a). Contrary to the channel electrostatics, the potential in electrodes slightly descends in the close vicinity of the channel. As clearly indicated in Fig. 9(d), this is due to the expansion of carrier depletion region caused by nonlocal quantum repulsive force from the channel potential barrier. Furthermore, as shown in Fig. 9(c) the averaged carrier velocity decreases in the channel as compared with the Boltzmann approach, which is due to the fact that thermally injected electrons have smaller kinetic energy because of the formation of higher potential barrier [Fig. 9(a)] and that tunneling electrons travel more slowly than the thermally injected ones. It is also worth noting that the averaged velocity drastically reduces in the second half of the channel, which is possibly due to quantum reflection effect appearing in ballistic transport. Indeed, by comparing the Boltzmann and Wigner distribution functions as plotted in Fig. 10, interference pattern is observed in the Wigner result, which is the signature of ballistic transport with quantum reflection. It is interesting that the significant differences between the Boltzmann and Wigner approaches observed at the microscopic level are almost reduced at the macroscopic level in terms of terminal current, which is the same as in the case of carbon nanotube field-effect transistors (FETs) reported in Refs. 16 and 20.

Next, the microscopic quantum features for the shorter $L_{ch}=5$ nm are also examined as shown in Figs. 11 and 12. In this extremely scaled device, the slowdown associated with tunneling and quantum reflection is mitigated. Instead, carrier acceleration occurs in the source region as shown in Figs. 11(c) and 12(b), which is due to the unexpected electric field caused by the nonlocal carrier depletion effect mentioned above. In fact, we have performed classical MC simulations under the frozen potential using the potential profile obtained from the Wigner approach and in consequence the larger current density in the Wigner approach for $L_{ch}=5$ nm is confirmed due both to carrier acceleration in the source region and quantum tunneling effect. The above results indicate that the quantum transport in not only channel region but also source region plays an important role in silicon devices scaled-down to the nanometer regime.

VI. CONCLUSION

We have shown for the first time that the WMC approach can describe higher-order quantized subbands by simulating electron injection processes into single quantum wells. This is one of the advantages over the quantum correction approaches, which can produce spatial carrier distribution of only the lowest-quantized subband via smoothed effective potential. We have also demonstrated that the WMC ap-
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