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In some reaction-diffusion systems where the total mass of their components is conserved, solutions with initial values near a homogeneous equilibrium converge to a simple localized pattern (spike) after exhibiting Turing-like patterns near the equilibrium for appropriate diffusion coefficients. In this study, we investigate the perturbed reaction-diffusion systems of such conserved systems. We show that a reaction-diffusion model with a globally stable homogeneous equilibrium can exhibit large amplitude Turing-like patterns in the transient dynamics. Moreover, we propose a three-component model, which exhibits an alternating repetition of spatially (almost) homogeneous oscillations and large amplitude Turing-like patterns.
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I. INTRODUCTION

Reaction-diffusion systems provide a theoretical framework for understanding pattern formation process in many fields of sciences, including chemistry, biology, and ecology. Recently, for understanding cell polarization related to the directional movements of cell, Refs. [1,2] proposed a conceptual model of a reaction-diffusion system:

\[
\begin{align*}
    u_t &= D_u u_{xx} + f(u,v) \quad (0 < x < L), \\
    v_t &= D_v v_{xx} - f(u,v)
\end{align*}
\]

under the periodic boundary condition with \( D_v > D_u \), where \( u \) and \( v \) stand for concentrations of two internal chemicals in a cell. This system is called a reaction-diffusion system with mass conservation because

\[
\int_0^L [u(x,t) + v(x,t)] dx = \int_0^L [u(x,0) + v(x,0)] dx
\]

holds for any (smooth) solutions. They showed that for appropriate functions \( f \), a homogeneous equilibrium can be destabilized through the same mechanism as the diffusion-driven instability, and hence solutions with initial values near the destabilized equilibrium exhibit sinusoidal transient patterns, which we call Turing-like patterns. Moreover, by virtue of the mass conservation, the solutions eventually approach a simple localized pattern (spike) after exhibiting long transient dynamics; spatial patterns consisting of some spikes appear and the number of spikes decreases. This characteristic dynamics is regardless of the system size \( L \) when Turing-like patterns are observed [1]. In addition, a physically intuitive explanation on the instability of multispike patterns is also given by Ref. [1]. Following these results, mathematical aspects of Eq. (1.1) have been studied by Refs. [3–7]. In particular, for appropriate functions \( f \), any solution converges to an equilibrium by virtue of a Lyapunov function, and a linearized stability analysis with a variational method reveals that every stable equilibrium must be constant or unimodal under the periodic boundary condition (see Refs. [3–5]).

Although Eq. (1.1) has a rather special form, we often encounter reaction-diffusion systems incorporating some additional terms into Eq. (1.1). For example, the Gray-Scott model,

\[
\begin{align*}
    u_t &= D_u u_{xx} - uv^2 + F(1-u) \\
    v_t &= D_v v_{xx} + uv^2 - (F + k)v
\end{align*}
\]

can be regarded as the perturbed system of Eq. (1.1) if positive constants \( F \) and \( k \) are sufficiently small. We note that under appropriate conditions [8], the Gray-Scott model exhibits complex transient dynamics known as self-replication, which is caused by dynamical properties such as the diffusion-driven instability and the Bogdanov-Takens bifurcation [9].

In this paper, we consider a perturbed system of Eq. (1.1),

\[
\begin{align*}
    u_t &= D_u u_{xx} + f(u,v) + \varepsilon g(u,v) \\
    v_t &= D_v v_{xx} - f(u,v) + \varepsilon h(u,v)
\end{align*}
\]

under the periodic boundary condition, where \( \varepsilon > 0 \) is sufficiently small. Notice that Eq. (1.3) no longer satisfies the mass conservation property, Eq. (1.2), in general. Moreover, we consider a three-component perturbed system of Eq. (1.1),

\[
\begin{align*}
    u_t &= D_u u_{xx} + f(u,v) + \varepsilon g_1(s,w) \\
    v_t &= D_v v_{xx} - f(u,v) + \varepsilon g_2(s,w) \\
    w_t &= \varepsilon h(s,w)
\end{align*}
\]

under the periodic boundary condition, where \( w = w(t) \) and

\[
s = s(t) := \frac{1}{L} \int_0^L (u + v) dx.
\]

Here, we suppose that there exists a function of \( H = H(s,w) \) such that

\[
\frac{d}{dt} H[s(t),w(t)] \equiv 0
\]

holds for solutions of Eq. (1.4). Notice that the total mass of \( u \) and \( v \) is not conserved, whereas that of \( u, v, \) and \( w \) is conserved if \( H = s + w \).

When the parameters \( F \) and \( k \) in the Grey-Scott model are sufficiently small, the model does not exhibit fascinating dynamics. In fact, the system has a simple dynamical structure if \( F = k = 0 \). Here, we are interested in the case that the unperturbed system Eq. (1.1) allows the Turing-like patterns.
and the perturbed systems could exhibit a certain complex transient dynamics. The purpose of our study is to investigate the dynamics affected by perturbations to such reaction-diffusion systems with mass conservation. Specifically, applying the theory of fast-slow systems, we design curious dynamics of Eqs. (1.3) and (1.4), which have not been realized by the traditional Turing theory. As a result, a new aspect for Turing mechanism in reaction-diffusion systems is provided and it would be helpful for understanding some complex spatiotemporal patterns.

The remainder of this paper is organized as follows. In Sec. II, we provide a general framework for analyzing the onset of Turing-like patterns in the perturbed reaction-diffusion systems Eq. (1.3). Then, we show that a reaction-diffusion model with a globally stable homogeneous equilibrium can exhibit large amplitude Turing-like patterns in the transient dynamics. According to a standard stability analysis and bifurcation theory [10], in two-component reaction-diffusion systems, Turing patterns are realized by stable stationary solutions bifurcating from a homogeneous equilibrium. This implies that such a system never allows a globally stable homogeneous equilibrium. Therefore, our model provides a viewpoint for understanding the Turing mechanism that generates spatial patterns by the effect of diffusion. Recall that the Turing-like patterns we deal with are transient patterns.

In Sec. III, we propose a three-component model that exhibits an alternating repetition of spatially (almost) homogeneous oscillations and large amplitude Turing-like patterns. According to a dynamical systems theory [11], an alternating repetition of two different states is realized by the (approximate) construction of a periodic orbit by using heteroclinic connections between the different states. In contrast, our alternating repetition is induced by the destabilization of a spatially homogeneous oscillation by the diffusion, and the repetition seems to be given by a periodic orbit connecting a transient state (Turing-like pattern) and a spatially homogeneous oscillation. Concluding remarks are presented in Sec. IV.

II. PERTURBATIONS WITHIN SYSTEMS

A. Unperturbed systems

We consider a reaction-diffusion system,

\begin{align}
  u_t &= D_u u_{xx} + f(u,v) \\
  v_t &= D_v v_{xx} - f(u,v)
\end{align}

(0 < x < L),

(2.1)

under the periodic boundary condition, where \( f \) is sufficiently smooth (at least of \( C^2 \) class). It should be noted that

\[
  \frac{1}{L} \int_0^L [u(x,t) + v(x,t)] dx = \frac{1}{L} \int_0^L [u(x,0) + v(x,0)] dx
\]

holds for any (smooth) solutions of Eq. (2.1). Let \((u^*, v^*)\) be a homogeneous equilibrium of Eq. (2.1) defined by

\[
  f(u^*, v^*) = 0.
\]

(2.2)

Putting \( f_u^* := f_u(u^*, v^*) \) and \( f_v^* := f_v(u^*, v^*) \), we assume

\[
  f_v^* > f_u^*.
\]

This condition implies that \((u^*, v^*)\) is a stable equilibrium of the system of ODEs,

\[
  \dot{u} = f(u,v) \\
  \dot{v} = -f(u,v),
\]

(2.3)

which is obtained from Eq. (2.1) by dropping the diffusion terms. We note that \( u(t) + v(t) \equiv u(0) + v(0) \) holds for any solutions of Eq. (2.3).

B. Slow manifold

We consider a perturbed system of Eq. (2.1),

\begin{align}
  u_t &= D_u u_{xx} + f(u,v) + \varepsilon g(u,v) \\
  v_t &= D_v v_{xx} - f(u,v) + \varepsilon h(u,v)
\end{align}

(0 < x < L),

(2.6)

where \( g \) and \( h \) are sufficiently smooth functions, and \( \varepsilon > 0 \) is sufficiently small. To understand the dynamics of Eq. (2.6), we first consider the dynamics of the system of ODEs

\begin{align}
  \dot{u} &= f(u,v) + \varepsilon g(u,v) \\
  \dot{v} &= -f(u,v) + \varepsilon h(u,v),
\end{align}

(2.7)

which is obtained by dropping the diffusion terms in Eq. (2.6).

Since Eq. (2.7) is reduced to Eq. (2.3) as \( \varepsilon \to 0 \), we see that
generically, a solution of Eq. (2.7) with an initial value \((\overset{\circ}{u}_0,\overset{\circ}{v}_0)\) moves along the line defined by \(u + v = \overset{\circ}{u}_0 + \overset{\circ}{v}_0\) with \(O(1)\) speed, and approaches a family of stable equilibria of Eq. (2.3) defined by
\[
\Gamma = \{ (u,v) \mid f(u,v) = 0, f_u(u,v) = 0, f_v(u,v) < 0 \}.
\]
This dynamics is called the fast dynamics of Eq. (2.7). Once the solution reached a neighborhood of the manifold \(\Gamma\), it slowly moves along \(\Gamma\) following the dynamics defined by
\[
\dot{s} = \varepsilon [g(u(s),v(s)) + h(u(s),v(s))], \quad (u(s),v(s)) \in \Gamma,
\]  
where \(s = [u(s) + v(s)]\) gives a parametrization of \(\Gamma\).

In general, a solution of Eq. (2.6) with an initial value \([u_0(x),v_0(x)]\) can be approximated by that of Eq. (2.7) with an initial random perturbation to \((\overset{\circ}{u}_0,\overset{\circ}{v}_0)\), i.e., \([u_0(x),v_0(x)] = (\overset{\circ}{u}_0,\overset{\circ}{v}_0) + [\varepsilon_1(x),\varepsilon_2(x)]\), where \(\varepsilon_1(x)\) and \(\varepsilon_2(x)\) are sufficiently small perturbations. However, the approximation is only valid when \(s = O(1)\) is sufficiently small.

We now consider the dynamics of the reaction-diffusion system Eq. (2.6) around \(\Gamma\). Since \(\Gamma\) is not a family of equilibria of Eq. (2.6), we expect that a solution with a nonhomogeneous initial value \([u_0(x),v_0(x)]\) in a small neighborhood of \(\Gamma\) slowly moves along \(\Gamma\) following the dynamics defined by
\[
\dot{s} = \frac{\varepsilon}{L} \int_0^L [g(u,v) + h(u,v)] \, dx,
\]  
where \(s = \frac{1}{L} \int_0^L (u + v) \, dx\).

Moreover, we expect that the solution moving along \(\Gamma\) becomes unstable and exhibits Turing-like patterns if it enters a region defined by Eq. (2.5). As numerically shown in the next subsection, \(\Gamma\) is a slow manifold that plays the onset of Turing-like patterns when \(s\) is sufficiently small.

### C. Global dynamics

We deal with a reaction-diffusion model obtained from Eq. (1.3) by setting \(f(u,v) = -f_1(u) + v, g(u,v) \equiv 0\) and \(h(u,v) = -h_1(v)\), i.e.,
\[
\begin{align*}
  u_t &= D_u u_{xx} - f_1(u) + v \\
  v_t &= D_v v_{xx} + f_1(u) - v - \varepsilon h_1(v)
\end{align*}
\]  
under the periodic boundary condition, where \(f_1\) and \(h_1\) are nonnegative smooth functions satisfying the following conditions:
\[
\begin{align*}
  f_1(u) &= 0 \iff u = 0, \\
  h_1(v) &= 0 \iff v = 0.
\end{align*}
\]  
A typical example of \(f_1(u)\) and \(h_1(v)\) is given by
\[
\begin{align*}
  f_1(u) &= \frac{u}{u^2 + a}\quad \text{and}\quad h_1(v) = v^2,
\end{align*}
\]  
with a constant \(a > 0\). By using a standard argument based on the maximum principle, it is easily shown that a solution of Eq. (2.10) with a nonnegative initial value takes nonnegative values for all \(x\) and \(t > 0\). Therefore, we consider the dynamics of nonnegative solutions of Eq. (2.10).

First, we investigate an equilibrium of Eq. (2.10) defined by
\[
\begin{align*}
  D_u u_{xx} - f_1(u) + v &= 0, \\
  D_v v_{xx} + f_1(u) - v - \varepsilon h_1(v) &= 0 \quad (0 < x < L),
\end{align*}
\]  
under the periodic boundary condition. Adding the first and second equations of Eq. (2.13) and integrating over \([0,L]\), we have
\[
\int_0^L h_1(v) \, dx = 0,
\]  
which implies \(v \equiv 0\) by \(h_1(v) = 0\) and the second condition of Eq. (2.11). Therefore, it follows from the second equation of Eq. (2.13) that \(f_1(u) = 0\), which implies \(u \equiv 0\) by the first condition of Eq. (2.11). Thus, Eq. (2.10) has a unique equilibrium \((u,v) \equiv (0,0)\).

Next, we investigate the global stability of the trivial equilibrium \((0,0)\). Invoking \(D_v > D_u\), we define
\[
\begin{align*}
  \mathcal{L}(u,v) &= \int_0^L \frac{D_u}{2} u_x^2 + F_1(u) + \frac{D_v}{2} v_x^2 + \frac{(D_u u + D_v v)^2}{2D_e(D_v - D_u)} \, dx,
\end{align*}
\]  
where \(F_1(u) := \int_0^u f_1(u) \, du\). For any nonnegative solution \([u(x,t),v(x,t)]\), we have
\[
\left| \frac{d}{dt} \mathcal{L}[u(t),v(t)] \right| = \int_0^L \frac{D_u}{2} u_{xx}^2 + f_1(u) u_t + \frac{D_u}{D_v} u_{tt} + \frac{(D_u u + D_v v)(D_u u_t + D_v v_t)}{D_v(D_v - D_u)} \, dx
\]  
\[
\leq \int_0^L \left[ -D_u u_{xx} + f_1(u) u_t + \frac{D_u}{D_v} u_{tt} + \frac{(D_u u + D_v v)(D_u u_t + v_t) - (D_u u - D_v v) u_t}{D_v(D_v - D_u)} \right] \, dx
\]  
\[
= -\int_0^L u_t^2 + \frac{(D_u u + D_v v)^2}{D_v - D_u} \, dx \leq 0.
\]  
In addition, if
\[
\frac{d}{dt} \mathcal{L}[u(t),v(t)] = 0, \quad (-\infty < t < \infty),
\]  
then \(u_t = D_u u_{xx} + D_v v_x = h_1(v) = 0\) holds for all \(x\). We have \(v \equiv 0\) by \(h_1(v) = 0\) and the second condition of Eq. (2.11), and hence \(u_t \equiv u_x \equiv 0\). Therefore, it follows from the first
on the first quadrant is shown in Fig. 1, and the family of stable stability of the trivial equilibrium (cf. Ref. [13]).

The equilibria are given by $v = u/(u^2 + a)$. The solid line represents a family of stable equilibria $\Gamma_1$, which is divided into two connected components $\Gamma_1$ and $\Gamma_2$. On the other hand, the dashed line represents that of unstable equilibria.

Remark 1. The functional

$$\mathcal{E}(u, v) := \int_0^L (u + v) \, dx$$

also plays as a Lyapunov function for $\varepsilon > 0$ since the solutions $u(x,t)$ and $v(x,t)$ are nonnegative. The above functional $\mathcal{L}$, however, plays as a Lyapunov function for $\varepsilon = 0$ as well as $\varepsilon > 0$. In fact, when $\varepsilon = 0$, the Lyapunov function $\mathcal{L}$ shows that the flow of our system allows a global attractor in the space with the constraint Eq. (1.2). Such an attractor can be expressed by the union of all the unstable manifolds of equilibria [13] when the attractor has multiequilibria. This dynamical structure, however, is destroyed by a perturbation that breaks the constraint, and it turns to an attractor consisting of only a trivial equilibrium; in our parameter setting, Eq. (2.13) has a unique trivial equilibrium for $\varepsilon > 0$, while it has many equilibria including a single spike under the constraint for $\varepsilon = 0$.

In what follows, we investigate the dynamics of nonnegative solutions of Eq. (2.10) with a specific nonlinearity, Eq. (2.12). First, we consider a system of ODEs,

$$u_t = -\frac{u}{u^2 + a} + v,$$
$$v_t = \frac{u}{u^2 + a} - v,$$  \hfill (2.14)

which is obtained from Eq. (2.10) with Eq. (2.12) by setting $D_u = D_v = 0$ and $\varepsilon = 0$. In this case, the flow of Eq. (2.14) on the first quadrant is shown in Fig. 1, and the family of stable equilibria $\Gamma$ is given by

$$\Gamma = \{(u,v)|v = u/(u^2 + a), \frac{u^2 - a}{(u^2 + a)^2} < 1\}.$$  \hfill (2.15)

Moreover, $\Gamma$ is divided into two connected components given by $\Gamma_1 = \{(u,v)|(u,v) \in \Gamma, u < b\}$ and $\Gamma_2 = \{(u,v)|(u,v) \in \Gamma, u > c\}$, where $b$ and $c$ are defined by

$$\frac{b^2 - a}{(b^2 + a)^2} = \frac{c^2 - a}{(c^2 + a)^2} = 1, \quad 0 < \sqrt{a} < b < c.$$  \hfill (2.16)

Next, we consider the stability of a homogeneous equilibrium $(u^*, v^*) \in \Gamma_2$ in the unperturbed reaction-diffusion system

$$u_t = D_u u_{xx} - \frac{u}{u^2 + a} + v,$$
$$v_t = D_v v_{xx} + \frac{u}{u^2 + a} - v.$$  \hfill (2.17)

It follows from Eqs. (2.4) and (2.5) that for fixed $D_u$ and $D_v$ with $D_v > D_u$, $(u^*, v^*)$ is stable for

$$\frac{(u^*)^2 - a}{[(u^*)^2 + a]^2} > \frac{D_v}{D_u},$$

while it is unstable for

$$\frac{(u^*)^2 - a}{[(u^*)^2 + a]^2} < \frac{D_v}{D_u}.$$  \hfill (2.18)

Therefore, we see that $(u^*, v^*) \in \Gamma_2$ is unstable if $u^*$ is close to $c$, because $(c^2 - a)/(c^2 + a)^2 < D_v/D_u$ holds for all $D_u$ and $D_v$ with $D_v > D_u$ by virtue of Eq. (2.15).

We now numerically investigate the dynamics of nonnegative solutions of

$$u_t = D_u u_{xx} - \frac{u}{u^2 + a} + v,$$
$$v_t = D_v v_{xx} + \frac{u}{u^2 + a} - v - \varepsilon v^2$$  \hfill (2.19)

under the periodic boundary condition. Our simulations are based on a standard pseudospectral method [14,15], and the numerical scheme is found in the Appendix. The values of parameters are given by

$$a = 0.1, \quad \varepsilon = 0.01, \quad D_u = 0.001, \quad D_v = 0.05.$$  \hfill (2.19)

with the interval length $L = 2\pi$. In this case, $|c/(c^2 + a)| \approx (0.79,1.09)$. Moreover, the initial value $[u_0(x),v_0(x)]$ is given by a small random perturbation on the value $[2.0,2.0]$. Our simulations show that the dynamics of Eq. (2.18) consists of four stages; the dynamics from the second stage to the fourth stage is shown in Fig. 2 (the dynamics of all stages is provided in a supplemental movie file). On the first stage, the solution moves along the line defined by $u + v = 4$ with $O(1)$ speed, and the dynamics can be given by Eq. (2.3). After the solution approaches $\Gamma_2$, it moves along $\Gamma_2$ and undergoes the diffusion-driven instability when it enters into a region defined by Eq. (2.17); $\Gamma_2$ is a slow manifold that plays the onset of Turing-like patterns, and the dynamics on $\Gamma_2$ can be given by Eq. (2.9). On the third stage, the amplitude of the Turing-like patterns becomes large and spatial patterns consisting of some spikes appear. Numerical simulations support that the dynamics on this stage can be approximated by the dynamics of the unperturbed system Eq. (2.16) when $\varepsilon$ is sufficiently small. Finally, on the fourth stage, the number of spikes decreases, and the solution eventually converges to the trivial equilibrium; it seems that each spike disappears independently if the distance to the nearest spike is far. The decreasing of spikes can be also observed in the unperturbed system.
Eq. (2.16) until a single spike remains, and the mathematical justification for the stability of the single spike was shown in Refs. [3,4] (see also Ref. [7]). On the other hand, in the perturbed system, every spike disappears. Moreover, the time scale of the collapse of spikes in Eq. (2.18) is considerably faster than that in Eq. (2.16).

Remark 2. In our numerical simulations, it is difficult to observe the collapse of a single spike if we take sufficiently small $\varepsilon$. A reasonable explanation is that the single spike would be metastable patterns evolving with the speed of $O(e^{-C/\varepsilon})$, which should be investigated in a further study. From a viewpoint of physics, it is desirable to choose the value of $\varepsilon$ such that $1/\varepsilon$ considered as the time scale associated to the perturbation terms is much larger than $L^2/D_u (=30,000)$ considered as the typical time for one particle to travel through the system. In our simulation, we choose $\varepsilon = 0.01$ such that the collapse of spikes can be observed within a time interval on which the accuracy of numerical computations can be guaranteed.

Thus, we have shown that a reaction-diffusion model with a globally stable homogeneous equilibrium can exhibit large amplitude Turing-like patterns in the transient dynamics. This example demonstrates that interesting spatiotemporal patterns can be often observed in the transient dynamics of reaction-diffusion systems (cf. Ref. [9]).

Remark 3. The above second stage can be understood by a local center-unstable manifold theory [16,17]. In fact, the unperturbed system allows a center-unstable manifold consisting of the continuum of the homogeneous equilibria parametrized by $s$ and a family of unstable manifolds emanating from the equilibria in the continuum. The perturbed system still has a similar structure for sufficiently small $\varepsilon$.

### III. Perturbations from Outside of Systems

In the previous section, we have investigated the effects of perturbations to reaction-diffusion systems with mass conservation; the total mass of the perturbed system is slowly varied by the perturbations generated by interactions between the components within the system. In this section, we investigate the case that the total mass of a system is affected by the outside of the system. Namely, we consider a larger system involving the unperturbed system with a conservation property.

We are concerned with a reaction-diffusion model,

\[\begin{align*}
    u_t &= D_u u_{xx} + f(u,v) + \varepsilon g_1(u,v) \\
    v_t &= D_v v_{xx} - f(u,v) + \varepsilon g_2(u,v) \quad (0 < x < L) \\
    w_t &= \varepsilon h(s,w),
\end{align*}\]

under the periodic boundary condition, where $w = w(t)$ and

\[s = s(t) := \frac{1}{L} \int_0^L (u + v) \, dx.\]

By adding the first and second equations of Eq. (3.1) and integrating over $[0,L]$, we have

\[\begin{align*}
    \dot{s} &= \varepsilon [g_1(s,w) + g_2(s,w)] \\
    \dot{w} &= \varepsilon h(s,w),
\end{align*}\]

which represents an interaction between the inside and outside of a domain where the unperturbed reaction-diffusion model is defined. We suppose that Eq. (3.3) is a conserved system; there exists a function of $H = H(s,w)$ such that

\[\frac{d}{dt} H(s(t),w(t)) \equiv 0\]

holds for solutions of Eq. (3.3). The most simple examples of $g_1$, $g_2$, and $h$ are given by

\[g_1(s,w) \equiv 0, \quad g_2(s,w) = -(w - \alpha), \quad \text{and} \quad h(s,w) = s - \beta,\]

respectively, where $\alpha$ and $\beta$ are constants, and

\[H(s,w) = (w - \alpha)^2 + (s - \beta)^2.\]

Equation (3.1) can be considered as a conceptual model describing an interaction between a compartment and a homogeneous medium surrounding the compartment in a larger closed system (see Fig. 3). We assume that the interaction can be observed through the dynamics of the total mass of the components within the compartment.

\[\begin{align*}
    \text{FIG. 3. A compartment and mass flows in a larger closed system.}
\end{align*}\]
In what follows, we investigate the dynamics of nonnegative solutions of Eq. (3.1) with a specific nonlinearity,
\[ f(u,v) = [(u + a)v - b]u, \tag{3.7} \]
and Eq. (3.5), i.e.,
\[ u_t = D_u u_{xx} + [(u + a)v - b]u, \]
\[ v_t = D_v v_{xx} - [(u + a)v - b]u - \varepsilon (w - \alpha) \tag{3.8} \]
representing that of unstable equilibria. Here, the horizontal and vertical axes indicate connected components, \( \Gamma_1 \) and \( \Gamma_2 \). On the other hand, the dashed line represents that of unstable equilibria.

In order to investigate the dynamics of Eq. (3.8), we consider a system of ODEs,
\[ u_t = [(u + a)v - b]u \]
\[ v_t = -[(u + a)v - b]u, \tag{3.9} \]
which is obtained from Eq. (3.8) by setting \( D_u = D_v = 0 \) and \( \varepsilon = 0 \). We consider nonnegative solutions of Eq. (3.9) because the closure of the first quadrant is an invariant set of Eq. (3.9); the flow of Eq. (3.9) on this set is shown in Fig. 4. The family of stable equilibria \( \Gamma \) is given by \( \Gamma = \Gamma_1 \cup \Gamma_2 \), where
\[ \Gamma_1 = \left\{(0, \xi) \mid 0 \leq \xi < \frac{b}{a}\right\}, \]
and
\[ \Gamma_2 = \left\{ \left( \eta, \frac{b}{\eta + a} \right) \mid \eta > \sqrt{b} - a \right\}. \tag{3.10} \]

By adding diffusion terms to Eq. (3.9), we obtain the unperturbed reaction-diffusion system
\[ u_t = D_u u_{xx} + [(u + a)v - b]u \]
\[ v_t = D_v v_{xx} - [(u + a)v - b]u. \tag{3.11} \]

By using a standard argument based on the maximum principle, it is easily shown that a solution of Eq. (3.11) with a nonnegative initial value takes nonnegative values for all \( x \) and \( t > 0 \).

We consider the stability of a homogeneous equilibrium on \( \Gamma \) in Eq. (3.11). It follows from Eq. (2.4) that \( (0, \xi) \in \Gamma_1 \) is stable for all positive \( D_u \) and \( D_v \). On the other hand, it follows from Eqs. (2.4) and (2.5) that for fixed \( D_u \) and \( D_v \) with \( D_v > D_u \), \( \left[ \eta, b/(\eta + a) \right) \in \Gamma_2 \) is stable for
\[ \eta > \eta_c, \tag{3.12} \]
while it is unstable for
\[ \sqrt{b} - a < \eta < \eta_c, \tag{3.13} \]
where
\[ \eta_c := \sqrt{\frac{D_v b}{D_u}} - a. \]

Thus, we see that Eq. (3.11) has a similar structure to the two-component model Eq. (2.16) in Sec. II.

Now let us consider Eq. (3.8). Equation (3.8) has a family of spatially homogeneous periodic orbits. In fact, when \( D_u = D_v = 0 \), Eq. (3.8) is reduced to an ODE system,
\[ \dot{s} = [(u + a)v - b]u \]
\[ \dot{w} = -[(u + a)v - b]u - \varepsilon (w - \alpha). \tag{3.14} \]

By adding the first and second equations of Eq. (3.14), we have
\[ \dot{s} = -\varepsilon (w - \alpha) \]
\[ \dot{w} = \varepsilon (s - \beta), \tag{3.15} \]
where \( s = u + v \). Notice that Eq. (3.15) is the same as Eq. (3.3) with Eq. (3.5). Since solutions of Eq. (3.15) in the \((s, w)\) plane consist of a family of circles with the center \((\beta, \alpha)\), Eq. (3.8) has a homogeneous periodic orbit, say \( C \), whose \((u, v)\) components slowly oscillate on \( \Gamma_2 \) given by Eq. (3.10).

Noting that \( \Gamma_2 \) can be regarded as a slow manifold that plays the onset of Turing-like patterns in a similar manner as stated in Sec. II, we investigate how the homogeneous periodic orbit \( C \) changes as the value of \( D_v \) increases in Eq. (3.8). In the same way as Sec. II, we numerically solve Eq. (3.8) for various values of \( D_v \) under the parameter values...
FIG. 5. An alternating repetition of (almost) homogeneous oscillations and large amplitude Turing-like patterns in the dynamics of Eq. (3.8). The values of \( u(x,t) \) on \( 0 \leq x \leq 2\pi \) and \( 0 \leq t \leq 2400 \) are presented by a 3D graph. In this numerical simulation, \( D_v = 0.03 \) and the parameter values are given by Eq. (3.16). Moreover, the initial values are given by \( \mu_0(x), v_0(x) = [1.5 + \epsilon_1(x), 1.6 + \epsilon_2(x)] \) and by \( w_0 = 2.5 \), where \( \epsilon_1(x) \) and \( \epsilon_2(x) \) are independent uniform pseudorandom numbers in \([-0.005, 0.005]\) for each \( x \in [0, 2\pi] \). The profile of \( v(x,t) \) is omitted here because the amplitude and spatial variation of \( v(x,t) \) for each \( t \) are relatively small than those of \( u(x,t) \). An animation that shows the dynamics of \( u, v, \) and \( s \) for \( 0 \leq t \leq 2400 \) is provided in the Supplemental Material [18]. (We recommend that the readers watch the animated movie file of how the spatial pattern is changing; the green, blue, and red curves represent \( u, v, \) and \( s \), respectively).

given by

\[
\begin{align*}
\alpha &= 1.0, \quad b = 4.0, \quad \alpha = 2.5, \\
\beta &= 4.0, \quad \epsilon = 0.01, \quad D_v = 0.01.
\end{align*}
\]

The initial values \( [\mu_0(x), v_0(x)] \) and \( w_0 \) are given by a small random perturbation on the value \( (1.5, 1.6) \in \Gamma_2 \) and by \( w_0 = 2.5 \), respectively. Notice that the small random perturbation is an indispensable factor in nonhomogeneous spatial pattern formation; the solution without small random perturbations uniformly oscillates for any \( D_v \). Moreover, for relatively small \( D_v/D_u \), the solution with an initial small random perturbation does not exhibit nonhomogeneous spatial patterns. This is supported by our numerical simulations for \( D_v \approx 0.026 \). These features and the results presented below can also be obtained near the above specific parameters and initial values.

Figure 5 shows an alternating repetition of spatially (almost) homogenous oscillations and large amplitude Turing-like patterns for \( D_v = 0.03 \), which is induced by the destabilization effect of the diffusion terms on the homogeneous periodic orbit \( C \). In this case, we have chosen the initial values so as to satisfy \( u_0(x) < \eta_c \approx 2.46 \), where \( \eta_c \) is given by Eq. (3.13); if this condition is not satisfied, such an alternating repetition is not necessarily observed. In fact, the spatial fluctuation of a solution with a small random initial disturbance vanishes before the solution moving along \( \Gamma_2 \) enters a region defined by Eq. (3.12), and hence its dynamics can be reduced to the dynamics of Eq. (3.14).

It should be emphasized that Eq. (3.4) plays a central role for generating the above alternating repetition. In general reaction-diffusion systems, if a solution with an initial value near a homogeneous periodic orbit approaches a stable Turing pattern for appropriate values of diffusion coefficients, then the solution cannot leave the stable Turing pattern. On the other hand, in our reaction-diffusion system Eq. (3.8), a solution with an initial value near the homogeneous periodic orbit \( C \) can leave the Turing-like patterns because of the constraint Eq. (3.4) with Eq. (3.6). In fact, Turing-like patterns are not stable stationary solutions. Moreover, as explained in Sec. II, the solution exhibits Turing-like patterns when the value of \( s \) decreases and approaches its minimum value, i.e., the solution moving along \( \Gamma_2 \) enters a region defined by Eq. (3.12). Thereafter, by the constraint Eq. (3.4) with Eq. (3.6), the value of \( s \) must increase and move away from its minimum value. Then, the solution is far away from the region defined by Eq. (3.12) and its spatial profile becomes flat. Consequently, the solution returns to a neighborhood of the homogeneous periodic orbit \( C \) when the value of \( s \) approaches its maximum value.

Remark 4. Suppose that a homogeneous equilibrium of a reaction-diffusion system undergoes Turing instability and the amplitude of bifurcating patterns becomes large for appropriate values of the diffusion coefficients. We periodically and slowly vary a parameter included in the reaction terms around a critical value at which the stability of the homogeneous equilibrium changes. Then, it might be possible to observe an alternating repetition of spatially (almost) homogeneous oscillations and large amplitude Turing-like patterns. However, in general, such an alternating repetition cannot be observed; only either spatially homogeneous oscillations or Turing-like patterns can be observed. This fact suggests that some sort of mechanism allowing solutions to leave Turing-like patterns and to return to homogeneous oscillatory states are underlying in generating an alternating repetition of spatially (almost) homogeneous oscillations and large amplitude Turing-like patterns.

IV. CONCLUDING REMARKS

In this study, we have investigated spatiotemporal dynamics obtained by small perturbations to reaction-diffusion systems with mass conservation. First, we have shown that a reaction-diffusion model with a globally stable homogeneous equilibrium can exhibit large amplitude Turing-like patterns in the transient dynamics. This model has a Lyapunov function, and hence any solution converges to the homogeneous equilibrium. On the other hand, the model has a slow manifold, which is the onset of Turing-like patterns, and hence solutions passing through a neighborhood of the slow manifold can generate Turing-like patterns.

Next, we have proposed a three-component reaction-diffusion model that exhibits an alternating repetition of spatially (almost) homogeneous oscillations and large amplitude Turing-like patterns. This model has a homogeneous periodic

---

1In this case, the (in)stability is determined by the behavior of eigenvalues of the linearized operator at the homogeneous equilibrium for each fixed value of the parameter to be periodically varied. This instability should not be called Turing instability because the values of the diffusion coefficients are fixed.
orbit moving along a slow manifold, which includes the onset of Turing-like patterns, and hence a solution with an initial value near the periodic orbit can approach Turing-like patterns. On the other hand, the model has another conservation that is different from the total mass of the components of unperturbed reaction-diffusion system. Therefore, the solution can leave Turing-like patterns by virtue of this conservation. Consequently, the solution can return to a neighborhood of the homogeneous periodic orbit.

Although our models were proposed for studying mathematical aspects of perturbations to reaction-diffusion systems with mass conservation, our motivation of this study originates from a biological issue concerning cell polarization; spatially distinctive accumulation of signaling molecules is established inside the cell. A certain class of reaction-diffusion systems with mass conservation were proposed as a conceptual model for explaining cell polarization under the assumption that the components of signaling molecules are constantly being consumed during the polarization. Therefore, our approach could be useful to study cell polarization under the condition that the masses of molecules are slowly varied through various slow events such as gene expression and protein synthesis.

Our approach provides a viewpoint for studying the effects of perturbations on the dynamics of reaction-diffusion systems with mass conservation. At present, this work is a first step, which should be developed to a theory for analyzing of perturbed reaction-diffusion systems with mass conservation.
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APPENDIX: NUMERICAL SCHEME

Applying the Fourier transformation, a reaction-diffusion system in the real space,

\[ u_t = D u_{xx} + f(u), \]  
(A1)

can be converted to a system of ODEs in the Fourier space,

\[ \frac{d\hat{u}_k}{dt} = -Dk^2\hat{u}_k + f_k(\hat{u}), \]  
(A2)

where \( k \) denotes the wavenumber, and

\[ f_k(\hat{u}) = [\mathcal{F}(f)]_k = \{\mathcal{F}[f(\mathcal{F}^{-1}\hat{u})]\}_k, \]

with the Fourier transformation \( \mathcal{F} \) and its inverse \( \mathcal{F}^{-1} \). In simple terms, the pseudospectral method for numerically solving Eq. (A1) on \((-L/2, L/2)\) under the periodic boundary condition is a numerical scheme to solve Eq. (A2) by using the Runge-Kutta method under the condition that the amplitudes of high-frequency Fourier modes \( e^{2\pi ikx/L} \) vanish; \( \hat{u}_k = 0 \) for \( k \in \mathbb{Z}, |k| \geq N/2 \), where \( N = 2^m \) is the total number of Fourier modes in the numerical computation (finite dimensional approximation) with the aid of FFT.

Let \( v_k = \hat{u}_k \exp(-Dk^2t) \). Then, we have

\[ \frac{dv_k}{dt} = f_k(\hat{u}) \exp(Dk^2t) := G_k(v,t). \]  
(A3)

Applying the fourth-order Runge-Kutta scheme to Eq. (A3), we have

\[ v_k(t + \Delta t) = v_k(t) + (h_1 + 2h_2 + 2h_3 + h_4)\Delta t/6, \]
\[ h_1 = G_k(v,t), \]
\[ h_1 = f_k(\hat{u}_k) \exp(-Dk^2t/2), \]
\[ h_2 = G_k(v + h_1\Delta t/2, t + \Delta t/2), \]
\[ h_2 = f_k(\hat{u}_k) \exp((Dk^2(t + \Delta t/2)/2)), \]
\[ h_3 = G_k(v + h_2\Delta t/2, t + \Delta t/2), \]
\[ h_3 = f_k(\hat{u}_k) \exp(Dk^2(t + \Delta t/2)), \]
\[ h_4 = G_k(v + h_3\Delta t, t + \Delta t), \]
\[ h_4 = f_k(\hat{u}_k) \exp(Dk^2(t + \Delta t)). \]

Thus, we obtain the following numerical scheme for Eq. (A2):

\[ \hat{u}_k(t + \Delta t) = \hat{u}_k(t) \exp(-Dk^2\Delta t) + [h'_1 \exp(-Dk^2\Delta t) + h'_2 \exp(-Dk^2\Delta t/2) + h'_3 \Delta t/6], \]

where

\[ (h'_1 = f_k(\hat{u}), h'_2 = f_k(\hat{u}_k), h'_3 = f_k(\hat{u}_k), h'_4 = f_k(\hat{u}_k)). \]

It should be noted that this scheme can be applicable to Eq. (3.8) because the integration term in Eq. (3.8) corresponds to the sum of the amplitudes of the zero Fourier mode (\( k = 0 \)) for \( u \) and \( v \) in Eq. (3.8). Although numerical schemes to solve PDEs by using the pseudospectral method are rather more involved than standard finite difference schemes, they can give precise numerical results even if the PDEs satisfy (infinitely many) conservation laws such as the KdV equation [14,15].


