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Abstract

For numerical simulations inside a sphere, an overset grid system, Yin–Yang–Zhong grid, is proposed. The Yin–Yang–Zhong grid is an extension of the Yin–Yang grid, which is widely used in various simulations in spherical shell geometry. The Yin–Yang grid is itself an overset grid system with two component grids, and a new component grid called Zhong is placed at the center of the Yin–Yang grid. The Zhong grid component is constructed on Cartesian coordinates. Parallelization is intrinsically embedded in the Yin–Yang–Zhong grid system because the Zhong grid points are defined with cuboid blocks that are decomposed domains for parallelization. The computational efficiency approaches the optimum as the process number increases. Quantitative test simulations are performed for a diffusion problem in a sphere with the Yin–Yang–Zhong grid. Correct decay rates are obtained by the simulations. Two other tests in magneto-hydrodynamics (MHD) in a sphere are also performed. One is an MHD dynamo simulation, and the other is an MHD relaxation simulation in a sphere.

1 Introduction

Numerical simulations inside a sphere, or a ball, are required in a wide variety of problems in physics, such as spherical turbulence generators [1], spherical reaction–diffusion problems [2], magnetohydrodynamics (MHD) in a ball [3], and melting problems inside a spherical container [4]. Simulations in spherical geometry are particularly important in geophysics and astrophysics.

A sphere is a workbench for developers of numerical schemes. Various methods have been applied in the spatial discretization of a ball region, from the finite element method [5, 6, 7], to the finite difference on a special coordinate system [8] and the spectral element method [9, 10]. Pseudo-spectral methods are
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an important class of such methods, which are based on the spherical harmonics expansion in the horizontal (latitudinal and longitudinal) directions, that can be further classified into subgroups by the adopted radial discretization method; expansion by the spherical Bessel functions [11], the Chebyshev polynomials [12], and the Zernike polynomials [13]. The finite difference method in the radial direction is also used [14].

The finite difference/volume methods in all directions are attractive approaches for massively parallel computations. However, constructing a structured grid inside a ball is not simple because there is no orthogonal coordinate system that fits a ball without a coordinate singularity. The spherical polar coordinate system \( \{ r, \theta, \phi \} \), where \( r \), \( \theta \), and \( \phi \) denote the radius, colatitude, and longitude, respectively, has two types of coordinate singularities: One is on the poles (\( \theta = 0 \) and \( \pi \)), and the other is at the origin \( r = 0 \). The coordinate singularity itself is not a problem, in general, because one can always convert the equations into non-singular forms by applying L'Hospital's rule. For example, non-singular forms of the MHD equations on the poles (\( \theta = 0, \pi \)) are derived and solved by a finite difference method in [15]. Serious numerical problems are observed in the grids near the poles, rather than just on the poles. The concentrated grids around a coordinate singularity drastically reduce the time step when an explicit time integration scheme is adopted. Even when an implicit scheme is used, an unbalanced distribution of the grids damages the computational efficiency because there is generally no physical reason to place a very fine grid mesh near a coordinate singularity.

To avoid the grid convergence near the north and south poles, we proposed the Yin–Yang grid [16], which is an overset grid system applied to the spherical surface or the spherical shell geometry between two concentric spheres. The Yin–Yang grid is now successfully applied in geophysics [17, 18, 19, 20], planetary/space physics [21, 22, 23], solar physics [24, 25, 26], astrophysics [27, 28, 29, 30], and image processing [31].

Since the basic idea of the Yin–Yang grid is to use the low latitude part of the spherical polar coordinates to avoid the grid concentration near \( \theta = 0 \) and \( \pi \), another grid concentration near \( r = 0 \) is left. Therefore, in most cases, simulations using the Yin–Yang grid have a spherical cavity at the center. It is possible to apply the Yin–Yang grid for a ball region including the origin. In such a case, however, one has to overcome the severe restriction on the time step due to the concentrated grid points near \( r = 0 \) when an explicit time integration scheme is used. In this paper, we propose placing another grid element for the overset grid at the center of the sphere. The new grid element is called Zhong, which means “center” in Chinese. We call the whole overset grid system “Yin–Yang–Zhong”, which is shown in Fig. 1.

In this study, we focus on the grid arrangement of the Yin–Yang–Zhong and on its parallel implementation. In test applications of this grid system (Section 4), we use the second-order central difference and the trilinear interpolations between Yin–Yang and Zhong. The bilinear interpolations are applied between Yin and Yang because they share same radii. It is straightforward to improve the numerical accuracy by using the general theory of the overset grid
Figure 1: An overview of the Yin–Yang–Zhong grid. The two congruent elements, Yin and Yang, are combined to form a Yin–Yang grid. The central component is a set of cuboid blocks of Cartesian grids in which the Zhong component grids are defined to cover the central cavity of the Yin–Yang grid with minimum overlap.

When special attention needs to be paid to the conservation laws for the interpolations, various techniques such as [33], which is successfully applied to the Yin–Yang grid, can be used in the Yin–Yang–Zhong grid. Schemes other than the finite difference/volume methods, such as the spectral Galerkin method, which is successfully used in the Yin–Yang grid [34], can also be applied to the Yin–Yang–Zhong grid.

2 Yin–Yang–Zhong Grid

The Yin–Yang–Zhong grid is an overset grid system that fits a ball region. In this study, for the sake of simplicity, we assume that its radius is $r = 1$. The Yin–Yang–Zhong grid is divided into two parts. The outer spherical shell region $r_c \leq r \leq 1$ is mainly covered by the Yin–Yang grid system and partially covered by the Zhong grid system, while the inner sphere of $0 \leq r \leq r_c$ is covered by the Zhong grid system. We call the $0 \leq r \leq r_c$ region “core” and the $r_c \leq r \leq 1$ region “shell.” The core radius $r_c$ is a free parameter in the Yin–Yang–Zhong grid method.

2.1 Shell elements: Yin and Yang

The shell region is discretized with the Yin–Yang grid, which is itself an overset grid system with two congruent component grids, Yin and Yang [16]. We arrange the spherical polar coordinates $\{r, \theta, \phi\}$ and the Cartesian coordinates $\{x, y, z\}$.
in such a way that $\theta = 0$ is on the $+z$ axis and $\phi = 0$ is on the $+x$ axis.

The Yin component spans a low latitude region in the spherical polar coordinates as follows:

\begin{equation}
\{ r_c - \delta \leq r \leq 1, \; \theta_- \leq \theta \leq \theta_+ \}, \quad \phi_- \leq \phi \leq \phi_+ \}
\end{equation}

where $\theta_\pm = \pi/2 \pm (\pi/4 + \delta)$, $\phi_\pm = \pm (3\pi/4 + \delta)$. The angle $\delta$ is a small buffer that is necessary for mutual interpolations in the overset grid method. The minimum value of $\delta$ depends on the grid size and the order of the adopted scheme [32].

The Yang component is defined by the same equation (1) under a set of rotated Cartesian axes $\{x', y', z'\}$ with $\{x', y', z'\} = \{-x, z, y\}$. The Yin and Yang are combined with partial overlap near their borders. Following the standard overset grid methodology [32], we apply mutual interpolations on the boundary grids of the Yin and Yang component grids. As for the radial grid points, here, we assume a uniform grid distribution with the spacing $\Delta r$, although one may take any stretched (non-uniform) grid system for the $r$ direction in general.

### 2.2 Core element: Zhong

To construct the Zhong grid, we first consider a cube that encloses the core. We call this cube “l-cube” (“l” stands for large). The l-cube circumscribes a sphere $R_{c+}$ of radius $r = r_c + \delta$. See the green square in Fig. 2. The edges of the l-cube are parallel to the $x$-$y$-$z$ axes. The Zhong component grid is defined on the basis of a Cartesian grid system with the same uniform spacing in the $x$, $y$, and $z$ directions. Here, for the sake of simplicity, we further assume that this spacing is the same as the radial grid spacing of the Yin–Yang grid in the shell: $\Delta x = \Delta y = \Delta z = \Delta r$.

While the overset grid methodology allows us to compute the core region with all the Cartesian grid points in the l-cube, such a grid arrangement for Zhong is obviously a waste of memory and computational time: Even if $\delta$ is negligibly small, the volume ratio $\Gamma_y$ of the inscribed core (radius: $r_c$) and the cube (edge length: $2r_c$) is $\Gamma_y = \pi/6 \sim 1.91$. In other words, it is sufficient to keep only about a half of the Cartesian grid points in the l-cube as Zhong’s grid points and the other half can be discarded. To realize an optimized computation with the Zhong grid on parallel computers, we separately consider the computational efficiency and the memory efficiency in the following.

To maximize the computational efficiency, we define Zhong’s grid points as a set of (i) grid points that are located inside the sphere $R_{c+}$ and (ii) grid points that are located just outside $R_{c+}$ in the sense that it has at least one neighbor grid point in the sphere $R_{c+}$. The black mesh in the right panel in Fig. 2 shows a Zhong grid defined above.

The computational waste is measured by the volume ratio $\Gamma_y$ of Zhong’s cells and the core’s sphere. Figure 3 shows $\Gamma_y$ as a function $C_x$, where $C_x$ denotes the cell number of the l-cube in the $x$ direction (The grid number in $x$ is $L_x = C_x + 1$.). Since we are assuming that $C_x = C_y = C_z$, the total cell number is $C_x \times C_y \times C_z = C_x^3$ and is plotted on the upper horizontal axis.
Figure 2: Construction of the Zhong component grid. The sphere of radius $r = r_c$ is called core and its outer part ($r > r_c$) is called shell. l-cube is a cube that circumscribes a sphere $R_{c+}$ of radius $r = r_c + \delta$ (magenta dashed circle on the right). The Zhong grid (black mesh in the right) is a Cartesian-based uniform grid system defined in the l-cube with minimum overlap with the shell. The whole l-cube is divided into multiple cuboids, called s-cubes for parallel processing. An MPI process is in charge of an s-cube. In the right panel, grid points in s-cube 3 are fully inside the sphere of $r = r_c + \delta$ and all the grid points in this s-cube are used in the computations. S-cube 2 is partially outside the sphere. The memory for all grid points in s-cube 2 are allocated in the MPI process for this s-cube, but the grid points located outside the sphere are not used in the computations. S-cube 1 is fully outside the sphere, and no MPI process is assigned to this s-cube from the first place.
Figure 3: Volume ratio $\Gamma_v$ of Zhong’s grid cells and the core sphere, which is regarded as a kind of measure for the computational waste of the Zhong grid. As the cell number for the division of the l-cube increases, $\Gamma_v$ approaches the minimum value 1.

In Fig. 3. As the cell number increases, the volume ratio $\Gamma_v$ approaches the optimum value 1. $\Gamma_v$ starts decreasing from the worst value $\pi/6 \approx 1.91$ at $C_x = 5$, which is too coarse for practical simulations, and when $C_x = 32$, or when the total cell number $C^3 = 32,768$, $\Gamma_v = 1.14$, which would be acceptable.

As the total cell number $C^3$ increases, the profile of Zhong’s grid points approaches the sphere. However, the irregular boundary profile is not desirable from the point of view of the memory allocation in simulation codes. Since the most efficient arrangement of grid points for the memory allocation is a three-dimensional rectangular box, or cuboid, we allocate the memory for the Zhong grid as an assembly of cuboid regions in the following manner: We note that this construction is a natural consequence of the domain decomposition of the l-cube, which is inevitable in parallel simulations.

We divide the l-cube into $P_x \times P_y \times P_z$ pieces, where $P_x$, $P_y$, and $P_z$ denote the division number, or process number, in the $x$, $y$, and $z$ directions, respectively. We call the small piece of the cuboid “s-cube”. Each s-cube is supposed to be executed by an MPI process.

In the right panel of Fig. 2, three sample s-cubes are denoted by blue squares. Among them, the location of s-cube 3 is fully inside the core. All the grid points (black mesh) in s-cube 3 are used for the computation. S-cube 2, on the other hand, is partially outside the sphere. Only some of the grid points in s-cube 2 is used in the computation; the white part on the upper-left in s-cube 2 is not used in the computation, although the memory for grid points there are allocated in
Figure 4: An example of s-cubes. (a) l-cube is divided into multiple cuboid domains, or s-cubes, that are denoted by blue lines. The s-cubes with a gray background are fully outside the sphere $R_{c+}$ of radius $r = r_c + \delta$. (b) The s-cubes with a gray background are discarded, and only the remaining s-cubes, which are either fully or partially inside $R_{c+}$, are included in the execution. An MPI process is allocated for each s-cube. The resulting s-cubes do not necessarily have a spherically symmetric profile.

We describe the above selection procedure of s-cubes in more detail by using Fig. 4. The blue lines in Fig. 4(a) denote potential s-cubes, some of which will be discarded in the selection. Each s-cube contains uniform grid points (black mesh). The s-cubes that are fully outside of the sphere $R_{c+}$ of radius $r_c + \delta$, or the cells with a gray background in Fig. 4(a), are discarded. In other words, no MPI process for these s-cubes is assigned from the beginning of the program’s execution. On the other hand, MPI processes are assigned to the s-cubes whose grid points are partially or totally inside $R_{c+}$. The MPI processes, thus generated, retain the minimum s-cube profiles to enclose the core as shown in Fig. 4(b). Since the cell number $C_x = C_y = C_z$ of the l-cube is not always a multiple of process size $P_x$ in general, all s-cubes do not necessarily have the same number of grid points. Therefore, the resulting profile of the s-cubes is not necessarily spherically symmetric, as shown in Fig. 4(b). Even so, the memory waste decreases when the number of domains, or the total number of MPI processes for the Zhong grid, is sufficiently large.

Figures 5(a) and (b) show magnified views of s-cubes that are just on the core surface of $r = r_c$, which is denoted by a solid magenta curve. The dashed magenta curves represent the spheres $R_{c\pm}$ of radius $r = r_c \pm \delta$. The grid points
with a black circle in Fig. 5(a) are fully inside the sphere \( R_{c+} \). Physical variables on the black circles are updated by the basic equations to be solved. On the other hand, the grid points with white circles in Fig. 5(a) are fully outside of \( R_{c+} \). Physical variables on these circles are not calculated, but arrays for these variables are stored in the MPI process for this s-cube. The variables on grid points with gray squares are just outside of \( R_{c+} \). Physical variables on these squares are set by interpolations from the Yin–Yang grid.

Conversely, the physical variables on the grid points on the inner spherical boundary of the Yin–Yang grid at \( R_{c-} \) [grey squares in Fig. 5(b)] are set by interpolations from data on the Zhong grid. The mutual interpolation between the component grids is a key point in the overset grid method.

3 Parallelization

For efficient computations and optimized process allocation, we construct nested communicators of MPI as shown in Fig. 6. MPI processes that are in charge of the Yin (Yang) component grid constitute the Yin (Yang) communicator, and MPI processes for s-cubes or Zhong grids constitute the Core communicator. The members of the Yin communicator and the Yang communicator constitute the Shell communicator.

We apply a two-dimensional domain decomposition in the horizontal directions for the parallelization of the Yin and Yang: We divide the whole Yin (or Yang) region into \( P_{\varphi} \times P_{\psi} \) pieces in the horizontal directions. When \( P_{\varphi} = 3 \, P_{\psi} \),
Figure 6: A design of MPI communicators for the Yin–Yang–Zhong grid system. The MPI processes for the Yin (Yang) component grid constitute the Yin (Yang) communicator. The members of the two communicators constitute the Shell communicator. The MPI processes for the core, or the Zhong grid, constitute the Core communicator. The arrows denote the inter-communicator communications.

Each divided piece has a regular square, which is desirable for the optimum inter-process communication, in the horizontal space because the domain of $\phi$ is three times larger than the domain of $\theta$ [see eq. (1)]. We can make use of MPI’s virtual (two-dimensional Cartesian) topology for Yin and Yang for automatic and optimized allocation of process ranks in the communicators. On the other hand, we allocate the rank numbers in the Core communicator by hand.

We show in Fig. 7 a measured scaling of the Yin–Yang–Zhong grid method with an MHD simulation program used in the relaxation simulation inside a sphere that will be described in Section 4.3. The horizontal axis is the process number $P$ for the Core communicator or for the Zhong grid. The vertical axis denotes the simulation’s relative speed normalized by the computational time when the Zhong’s process number is $P = 96$. (The relative speed when $P = 96$ is defined as 96.) The process number for the shell part, or the Yin-Yang grid part, is almost the same as that for the Zhong grid in each case. The computer system used is Fujitsu FX–10. The grid number for the Yin–Yang grid is $N_x \times N_y \times N_\phi \times \text{Yin/Yang} = 151 \times 154 \times 458 \times 2$, and the grid number for the l-cube is $L_x \times L_y \times L_z = 163 \times 163 \times 163$.

Even with the same process number $P$ for the core region, the relative speed depends on how we divide the l-cube: $P = P_x \times P_y \times P_z$. The relative speed for each $P$ in Fig. 7 is the maximum value measured by multiple runs for each $P$ with six to twelve different $P_x$, $P_y$, and $P_z$ combinations, including one-dimensional decompositions ($P_z = 1$), two-dimensional decompositions ($P_z = 1$), and three-dimensional decompositions. Even though it is not a thorough examination for each process number $P$, the speedup in Fig. 7 shows an almost linear scaling of up to 960 processes. The maximum number 960 in this plot comes from the computer resource available for this study. The scaling in
Fig. 7 suggests that the code runs with more than 1,000 processors.

4 Tests and Applications

4.1 Diffusion equation

To confirm the accuracy of the Yin–Yang–Zhong grid method, we first solve a diffusion problem inside a sphere and compare numerical and analytical solutions.

In this test, we solve a diffusion equation of a scalar field $T(r, \theta, \phi)$ with a constant diffusion coefficient:

$$\frac{\partial T}{\partial t} = \eta \nabla^2 T,$$

in a sphere of $0 \leq r \leq 1$ with the Dirichlet boundary condition: $T(r = 1) = 0$.

When we consider $T$ to be temperature, this initial-boundary-value problem corresponds to a thermal diffusion problem in a ball with a fixed temperature on the surface. For a free decay problem of a magnetic field in a sphere, $T$ corresponds to the toroidal field potential, although we will retain a physically irrelevant degree $\ell = 0$ in the test.

The general solution of this problem is written as [35]

$$T(r, \theta, \phi, t) = \sum_{\ell, n} c_{\ell n} \exp(-\lambda_{\ell n} t) r^{-1/2} j_{\ell+1/2} (x_{\ell n} r) Y_\ell (\theta, \phi),$$

for $n \geq 1$, $\ell \geq 0$, where $Y_\ell$ denote the spherical harmonics, $j_{\ell+1/2}(r)$ represent the modified Bessel functions, and $c_{\ell n}$ indicate the constants. The damping
rates $\lambda_{\ell n}$ are given by $\lambda_{\ell n} = \eta x_{\ell n}^2$, where $x_{\ell n}$ denotes the $n$-th zero-point of $j_{\ell+1/2}(r)$.

We numerically solve the time development of eq. (2) with the Yin–Yang–Zhong grid from various initial conditions and compared them with the analytical solutions. We apply the second-order central difference method for the spatial discretization and the fourth-order Runge-Kutta method for temporal integration. The mutual interpolations between Yin, Yang, and Zhong are bilinear (between Yin and Yang) or trilinear (between Zhong and Yin–Yang).

The core radius $r_c = 0.35$. The diffusion coefficient is $\eta = 6.3588 \times 10^{-2}$. The total grid number is $N_r \times N_\theta \times N_\phi \times \text{Yin/Yang} = 101 \times 104 \times 308 \times 2$ for the Yin–Yang grid part, plus $L_x \times L_y \times L_z = 114 \times 114 \times 114$ for the l-cube (Zhong grid) part. The grid spacing in the radial direction is $\Delta r = 6.5 \times 10^{-3}$. The grid spacings in the Zhong grid, $\Delta x$, $\Delta y$, and $\Delta z$, are the same. We used 96 to 640 processors in these tests.

We first performed a simulation from an initial condition of a random $T(r, \theta, \phi)$ field that was constructed by a superposition of eleven spherical harmonics modes $Y_{\ell m}^m(\theta, \phi)$ for $0 \leq \ell \leq 10$ with randomly chosen $m$ ($|m| \leq \ell$) for each $\ell$ and arbitrarily chosen phase shifts in $\phi$ for each $m$. The initial amplitude of each mode is unity. In the radial direction, we take linear combinations of sinusoidal functions and modified Bessel functions satisfying the boundary condition. We followed the time development of eq. (2) until the time derivative of $T$ converged to a constant in the whole spherical region. The survived mode is the eigenfunction that has the smallest damping rate, and the converged constant of the time derivative is the damping rate. The numerically obtained damping rate thus calculated with the Yin–Yang–Zhong grid is $\lambda = 0.627867$. The analytical value is $\lambda_{01} = \eta \pi^2 = 0.627590$ for the eigenvalue pair $(\ell, n) = (0, 1)$. The relative error is $2.77 \times 10^{-4}$.

We also compared the numerically obtained decay rates with the analytical values for different eigenvalue pairs $(\ell, n)$, by performing the diffusion simulations with their eigenfunctions $r^{-1/2}j_{\ell+1/2}(x_{\ell n}r) Y_{\ell m}^m(\theta, \phi)$ as the initial conditions. The results are summarized in Fig. 8. The theoretical values of decay rates $\lambda_{\ell n} = \eta x_{\ell n}^2$ for $n = 1$ and 2 are shown in the red and green curves. The numerically obtained values with the Yin–Yang–Zhong grid are plotted by using crosses ($n = 1$) and squares ($n = 2$). The decay rate for $(\ell, n) = (0, 1)$ is the same as that obtained under the randomly set initial condition described above with the error of $O(10^{-4})$. Other decay rates numerically obtained by using the Yin–Yang–Zhong grid also coincide with the theoretical values with the same order of error.

4.2 MHD dynamo with diffusive core

The second test that we performed is an MHD simulation inside a rotating sphere of constant angular velocity $\Omega$. Considering applications to planetary and stellar dynamo simulations in the future, we assume a convectively unstable MHD layer in the outer spherical shell region ($r_1 \leq r \leq 1$), and a convectively stable, magnetically diffusive region in the center ($0 \leq r \leq r_1$). Although
Figure 8: Decay rates of a scalar field caused by diffusion inside a sphere of radius \( r = 1 \) with the diffusion coefficient \( \eta = 6.3588 \times 10^{-2} \). The analytical solution is \( \lambda_{n\ell} = \eta x_{n\ell} \), where \( x_{n\ell} \) denotes the \( n \)-th zero-point of the spherical Bessel function \( j_{\ell+1/2}(x) \). The lower red curve shows the analytical solution for \( n = 1 \), and the upper green curve is for \( n = 2 \). The squares and crosses denote the numerical solution obtained by using the Yin-Yang-Zhong grid.

\( r_i \) does not necessarily have to coincide with \( r_c \) between the Zhong grid and the Yin-Yang grid, here, we set \( r_i = r_c = 0.7 \). The central diffusive region \( 0 \leq r \leq r_c \) corresponds to the Earth's inner core for the geodynamo problem and the radiative zone for the solar dynamo problem.

In this simulation, we solve the following (normalized) compressible MHD equations in the outer shell \( r_i \leq r \leq 1 \) under the rotating frame of reference of the angular velocity \( \Omega \), which is in the +z axis.

\[
\frac{\partial \rho}{\partial t} = -\nabla \cdot f, \quad (4)
\]
\[
\frac{\partial f}{\partial t} = -\nabla \cdot (vf) - \nabla p + j \times b + \rho g + 2f \times \Omega + \mu \left[ \nabla^2 v + \frac{1}{3} \nabla (\nabla \cdot v) \right], \quad (5)
\]
\[
\frac{\partial p}{\partial t} = -v \cdot \nabla p - \gamma p \nabla \cdot v + (\gamma - 1) \left[ \kappa \nabla^2 T + \eta j^2 + \Phi \right], \quad (6)
\]
\[
\frac{\partial a}{\partial t} = v \times b - \eta j, \quad (7)
\]

with

\[
g = -g_0/r^2 \hat{e}_r, \quad b = \nabla \times a, \quad j = \nabla \times b,
\]

where \( \rho \) (mass density), \( p \) (pressure), \( f \) (mass flux \( \rho v \)), and \( a \) (vector potential) represent the basic variables. \( \hat{e} \) denotes a unit vector in the radial direction. We assume the equation of state of the ideal gas \( p = \rho T \) with the specific heat ratio...
of $\gamma = 5/3$. The pressure is normalized in such a way that the gas constant is unity in the equation of state. Viscosity $\mu$, electrical resistivity $\eta$, and thermal diffusivity $\kappa$ are constant. $\Phi$ denotes the following viscous dissipation function:

$$\Phi = (\mu/2)(\partial_i v_j + \partial_j v_i)(\partial_i v_j + \partial_j v_i) - (2\mu/3)(\partial_k v_k)^2.$$  

This model for the shell region is basically the same as our solar dynamo simulation [25] except that here the magnetic field can diffuse into the central core, $0 \leq r \leq r_1$, in which we integrate the diffusion equation for the vector potential:

$$\frac{\partial a}{\partial t} = \eta \nabla^2 a,$$

with the same resistivity $\eta$ as in eq. (7). Other variables are not solved in this core region.

The non-dimensional parameters in the shell region are as follows: Rayleigh number $Ra = 2 \times 10^4$, Prandtl number $Pr = 1.0$, Magnetic Prandtl number $Pm = 5.0$. Angular velocity $\Omega = 0.1$. The initial condition is a hydrostatic equilibrium. The density contrast is $\rho(r_1)/\rho(1) = 1.19$. We put a weak magnetic “seed” in the shell region, which grows by the MHD dynamo effect. We assume a constant heat flux at $r = r_1$ and constant temperature at $r = 1$. For the velocity, the stress-free boundary condition is assumed on $r = r_1$ and $r = 1$. The radial magnetic boundary condition is assumed on $r = 1$.

The total grid number is $N_r \times N_\theta \times N_\phi \times Yin/Yang = 51 \times 84 \times 248 \times 2$ for the Yin–Yang grid, plus $L_x \times L_y \times L_z = 240^3$ for the Zhong grid. The l-cube is divided into $P_x \times P_y \times P_z = 3 \times 3 \times 3$ s-cubes. The program is parallelized with flat MPI: 474 processes for the Yin–Yang grid and 27 processes for the Zhong grid.

The thermal convection motion in the shell region ($r_1 \leq r \leq 1$) sets in when the simulation starts. The MHD fluid (the flow and the dynamo-generated magnetic field) reaches a stationary state after a nonlinear saturation. Figure 9(a) shows a meridional cross section of the toroidal component of the magnetic field $B_\phi$ after the saturation. It is interesting that the toroidal field is formed in the core region ($r \leq r_1$) with an anti-symmetric distribution about the equator: positive in the northern hemisphere and negative in the southern hemisphere. The magnetic field is generated in the convection zone ($r_1 \leq r$) and penetrates into the diffusive core region. Although this type of anti-symmetric distribution of the toroidal magnetic field is commonly observed in the convection zone in rapidly rotating spherical shell dynamo systems, it is somewhat surprising in the present case because the rotation rate $\Omega$ is relatively small in this test calculation. In fact, the temperature distribution at $r = 0.8$, shown in Fig. 9(b), indicates that the convection motion is not strongly affected by the rotation. This might be a new effect observed when the magnetically diffusive layer below the convection layer is included in the simulation. Details of this simulation will be reported in the future.
Figure 9: An MHD dynamo simulation with the Yin–Yang–Zhong grid in a rotating sphere. The sphere is composed of two regions that are separated by a sphere of radius $r = 0.7$ (denoted by the dashed line). The outer spherical shell region is a convection zone in which thermal convection leads to a self-generated magnetic field. The inner sphere is a convectively stable (flow-less) region into which the magnetic field can diffuse. (a) Azimuthal component of the dynamo-generated magnetic field $B_\phi$. The red and blue colors denote positive and negative $B_\phi$, respectively. The penetrated $B_\phi$ is observed below the core–shell boundary with an anti-symmetric distribution about the equator. (b) Temperature distribution at a sphere of $r = 0.8$, which is the middle of the convection zone.
4.3 MHD relaxation

The third test that we performed is an MHD relaxation problem inside a sphere with the flow and the magnetic field. In this test, we solve

\[
\frac{\partial p}{\partial t} = -\nabla \cdot f, \quad (9)
\]

\[
\frac{\partial f}{\partial t} = -\nabla \cdot (vf) - \nabla p + j \times b + \mu \left[ \nabla^2 v + \frac{1}{3} \nabla (\nabla \cdot v) \right], \quad (10)
\]

\[
\frac{\partial p}{\partial t} = -v \cdot \nabla p - \gamma p \nabla \cdot v + (\gamma - 1) \left[ \kappa \nabla^2 T + \eta j^2 + \Phi \right], \quad (11)
\]

\[
\frac{\partial a}{\partial t} = v \times b - \eta j, \quad (12)
\]

in a full sphere \(0 \leq r \leq 1\). In the previous test described in § 4.2, only the vector potential \(a\) is solved in the core region \(0 \leq r \leq r_c\). In contrast, in this test, the full set of the MHD variables, including the mass flux \(f\), pressure \(p\) and the density \(\rho\), is solved in the core region. The initial condition is a flow-less uniform density \((\rho = 1)\) and uniform temperature \((T = 1)\) state. To this initial state, a non-zero magnetic field of \(\mathcal{O}(10^{-1})\) is imposed, which is constructed from a random superposition of spherical harmonics \(Y^{m^\ell}(\theta, \phi)\) for \((1 \leq \ell \leq 6, \quad 0 \leq |m| \leq 6)\). Since the initial magnetic field has a non-zero Lorentz force, the MHD fluid in the sphere starts flowing at the beginning.
Figure 11: A cross section of magnetic field vectors in the equatorial plane at $t = 42 \tau$. The green curve denotes the circle of $r = r_c$, i.e., the interface between the Yin-Yang and the Zhong.

of the simulation at time $t = 0$. The total grid number is $N_r \times N_\phi \times N_\phi \times \text{Yin/Yang} = 101 \times 104 \times 308 \times 2 + 114$. The l-cube is divided into $P_x \times P_y \times P_z = 2 \times 2 \times 2$ s-cubes. The normalized viscosity is $\mu = 9.0 \times 10^{-4}$ and resistivity $\eta = 6.35 \times 10^{-3}$. The total process number used in this test is 320. The radius of the interface between the Yin–Yang and the Zhong is $r_c = 0.35$.

The initial condition with the Lorentz force drives a flow, and then, it slowly decays because of the dissipation. The maximum velocity of the driven flow is $v_{\max} = 0.383$ (Mach number $M = 0.296$) at $t \sim 5 \tau$, where $\tau = 1/v_{\max}$.

Figure 10 shows snapshots of field lines of the magnetic field $b$ (upper panel) and streamlines of the flow velocity $v$ (lower panel) at $t = 42 \tau$ and $72 \tau$ in the relaxation phase. Figure 11 shows a close-up view of the equatorial cross section of the magnetic field $b$ at $t = 42 \tau$. The green curve denotes the interface between the shell (Yin–Yang) and the core (Zhong).
Figure 12: Two extreme cases when the Yin–Yang–Zhong grid is particularly effective. (a) Most of the part inside a sphere is solved by using the Zhong grid, and a thin layer near the spherical boundary is solved by using the Yin–Yang grid. (b) Small-scale dynamics is expected to take place in the center, which is solved by using the Zhong grid, and relatively large-scale structures are expected to form in the outer part, which are solved by using the Yin–Yang grid.

5 Summary and Discussion

For numerical simulations inside a sphere, we have proposed an overset grid system, the Yin–Yang–Zhong grid. The Yin–Yang–Zhong grid is composed of two parts, namely the Yin–Yang grid and the Zhong grid, that are sewn by mutual interpolations.

The Yin–Yang grid is itself an overset grid system that has been successfully applied to various simulations of spherical shell geometry from atmospheres to supernovae. When the Yin–Yang grid is used for a ball geometry including the origin, one has to resolve the severe restriction problem of the time step due to the Courant–Friedrichs–Lewy condition. Therefore, the Yin–Yang grid has a cavity at the center in most applications. In this study, the Zhong component grid is introduced as a patch to cover this cavity. The Zhong component is defined using Cartesian coordinates. Borders of Zhong’s grid points are placed just outside the Yin–Yang’s cavity with a minimum overlap with the Yin–Yang grid.

The memory for the Zhong grid points is allocated in the unit of cuboid blocks (s-cubes). The s-cubes are in fact decomposed domains for parallel computation, and an MPI process is assigned to each s-cube. The s-cubes that are fully outside the cavity are discarded from the computation at the beginning. Therefore, the Yin–Yang–Zhong grid becomes particularly effective in massively
parallel simulations.

The Yin-Yang-Zhong grid does not guarantee the exact conservation of conserved quantities, unless a conservative interpolation method is adopted in the mutual interpolation between the component grids (Yin, Yang, and Zhong). In this study, we have used the trilinear interpolation for the mutual interpolations in the test calculations in the test calculations. Even with such a simple interpolation scheme without a special care to the local conservation causes no problem in those tests. We have observed no artifact such as an unphysical wave or numerical noise arising at the border between the component grids.

The Yin-Yang-Zhong grid system has a small region where the three component grids overlap. According to the general overset grid methodology [32], special care is not required in such regions. In fact, we have observed no numerical problems in the triple overlap region.

One of the important targets of the Yin–Yang–Zhong grid is an MHD simulation for celestial bodies such as the earth, sun, and other planets and stars because they have a structure similar to that of the Yin–Yang–Zhong: a core at the center and a convection zone at the outer spherical shell.

When one considers applications of the Yin–Yang–Zhong grid to spherical simulations in general, the following question may arise: Do we need the Yin–Yang component above the Zhong component?

There are two extreme cases when the Yin–Yang component plays an essential role. One is the case when a fine resolution is required near the spherical boundary. In the case of fluid dynamics inside a ball, for example, one has to resolve a thin boundary layer on the spherical boundary. The Yin–Yang grid provides a natural grid system that fits the spherical boundary with a stretched grid in the radial direction: See Fig. 12(a). The other case is when a fine-scale phenomenon takes place in the center and, with respect to this scale, relatively large structures are formed in the outer part: see Fig. 12(b). In addition to the MHD simulations for celestial bodies, the Yin–Yang–Zhong grid would provide an effective grid configuration for such cases.
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