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Abstract

In this study, three cases of rough-sea navigation in the Southern Hemisphere were reproduced using the National Oceanic and Atmospheric Administration’s WAVEWATCH III. Different wind inputs with various spatial and temporal resolutions were considered, originating from the National Centers for Environmental Prediction Final (NCEP-FNL) Operation Model Global Tropospheric Analyses, the European Center for Medium-range Weather Forecasts Interim Reanalysis (ERA-Interim), and the Weather Research and Forecasting (WRF) model. The simulated waves (wave hindcasts) were validated using measured onboard ship motion data. Comparisons of measured and simulated pitch motion indicated that each of the different wind inputs produced reasonable first-order estimates of rough waves. However, for application to a ship’s weather routing systems, wind input selection should be carefully considered. For example, near-surface winds from the ERA-Interim underestimated rough waves, while those from the NCEP-FNL Analyses had a contrary tendency. In addition, although the wind inputs from the ERA-Interim produced wave hindcasts that is more consistent with measured results, these same inputs generally underestimated the increasing-phase pitch motion under severe weather conditions, which poses a danger for ships. Thus, the use of wind inputs from NCEP-FNL Analyses or higher-resolution WRF model is recommended for application to ship weather routing systems.

Key words: Weather routing, rough-sea navigation, wave estimation, ship motion, Southern Hemisphere
1. Introduction

Maritime transport is estimated to account for more than 90% of the world’s trade by volume. As the world’s trade continues to grow, maritime volumes are expected to increase (United Nations Conference on Trade and Development, 2016). Currently, the shipping industries are facing additional economic and environmental challenges. First, industrial shipping is very sensitive to bunker fuel prices. With increasing cargos and shipping routes, a high priority for ship owners is to minimize fuel oil consumption during each voyage. Second, growing concerns about global warming have increased the focus on environmental impacts from shipping. The International Maritime Organization (IMO) estimated that carbon dioxide (CO$_2$) emissions from international shipping accounted for approximately 3.1% of the total global emissions during 2007-2012; if no action is taken, this proportion could increase to 50–250% by 2050 (Smith et al., 2014). As a result, the Marine Environment Protection Committee (MEPC) introduced the Energy Efficiency Design Index (EEDI) as a mandatory measure to reduce shipping-related CO$_2$ emissions (Prpic-Orsic and Faltinsen, 2012). Enacted in 2013, the IMO is requiring all ships to reduce CO$_2$ emissions by 20% per tonne/km by 2020 and 50% per tonne/km by 2050 (Smith et al., 2014).

Accurate weather routing of ships has been increasingly recognized as an important contributor to safe, economical and efficient shipping. Based on forecasts of weather, sea conditions, and ship performance, weather routing determines the optimum tracks for ocean voyages, which in turn maximize safety and crew comfort, minimize fuel oil consumption and harmful emissions, and minimize travel times (Bowditch 2002). Original proposed by James (1957), ship weather routing has significantly progressed during the last few decades owing to advances in meteorological analysis, weather forecast ability, and computer modeling techniques.

Until now, studies on ship weather routing have considered ocean voyages in the North Indian Ocean (e.g., Padhy et al., 2008; Sen and Padhy, 2015), the North Atlantic Ocean (e.g., Chen, 1978;
Hinnenthal, 2008; Shao et al., 2012), the North Pacific Ocean (e.g., Hagiwara and Spaans, 1987; Takashima et al., 2009; Lin et al., 2013), and the Mediterranean Sea (e.g., Delitala et al., 2010). Few studies on ship weather routing have considered ocean voyages in the Southern Hemisphere, largely because of lower maritime transport activity and less accurate weather predictions due to sparse observation.

According to a recent report on global marine trends (QinetiQ et al., 2013), however, economic development in emerging countries and continued rapid industrialization and urbanization in developing and developed countries will increase shipping exports of manufactured products, grain, energy resources, and natural resources from countries such as Australia and Brazil to importing countries such as China and India. Consequently, container, tanker, liquefied natural gas (LNG) carrier and bulk carrier ships are expected to navigate the Southern Hemisphere more often in the next 15 years. Therefore, the provision of effective and efficient ship weather routing in the Southern Hemisphere has become urgent and important.

The increasing availability of remotely sensed data has enabled significant advances in the accuracy and reliability of weather and wave simulation in the Southern Hemisphere. For example, Gorman et al. (2003) applied wind output from the European Center for Medium-range Weather Forecasts (ECMWF) to the WAve Model (WAM) and simulated the generation and propagation of deep-water waves in New Zealand from 1979 to 1998 with a spatial resolution of 1.125°. More recently, Bosserelle et al. (2012) applied the National Oceanic and Atmospheric Administration’s (NOAA) WAVE WATCH III (WW3) model using reanalysis wind field data from the National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) to quantify the long-term wave variability in coastal seas around Western Australia with a grid size of 1/6°. Similarly, Durrant et al. (2014) applied the WW3 model using wind data from the NCEP Climate Forecast System Reanalysis (CFSR) to conduct a 31-year (1979–2009) wave hindcast in
coastal seas around Australia and islands of the South Pacific Ocean with a minimum grid size of 1/15°. Their model was later applied to the south coastal area of Australia and presented good agreement with a moored buoy observation (Rapizo et al., 2015).

Each of these studies has provided fundamental wave information in the Southern Hemisphere. However, given the high frequency of storm occurrences in the Southern Hemisphere, the spatial and temporal resolutions of these prior wave simulations may be too coarse for application to ship weather routing systems, especially under rough weather conditions. Moreover, the validation of wave fields relies on either remote satellite data that has limited space and time coverage or moored buoy data that is confined to coastal areas. Until recently, access to onboard data that describes real-time wave effects on ship performance during rough-sea navigation in the Southern Hemisphere, has been limited. As noted by Vettor and Guedes Soares (2016), the number of observations remains insufficient to draw reliable conclusions for ship routing systems from wind and wave analyses in the Southern Hemisphere.

Beginning in 2010, we have conducted long-term observations on weather, wave, ship motion, navigation and engine performance using a 20,000 DWT class bulk carrier during many rough weather events in both the Southern and the Northern Hemispheres. Using these data, Sasa et al. (2015) presented two case studies of rough-sea navigation in the Northern Hemisphere that showed good agreement between simulated and observed waves. Building upon this earlier work, we used the corresponding ship motion measurement in this study to evaluate the accuracy of the wave hindcasts under much more severe weather in the Southern Hemisphere when radar failed to measure waves correctly. Prior studies have demonstrated wave estimation from measured ship motion using wave buoy analogy (Neilsen, 2008). However, no such studies have considered real sea navigation. In this study, we selected three cases of rough-sea navigation in 2013, and simulated the waves using NOAA’s WW3 model and three different wind inputs with various spatial and
temporal resolutions. A comparison of the simulated and observed results enabled (1) validation of the simulated wind and waves using onboard measurements and observations, and (2) evaluation of the different wind input sources with respect to reliability for ship navigation and weather routing in the Southern Hemisphere, especially during rough weather.

Following this introductory information, section 2 shows the onboard observation. Section 3 describes the methods used in this study related to the wave simulation and wave validation. Section 4 presents the results of the simulated wave hindcasts and validation efforts, which compare the pitch motion of the ship as estimated from the simulated wave hindcasts with the onboard observation. Section 5 summarizes key findings from this study and suggests opportunities for future research.

2. Onboard observation

2.1 Observation system

An onboard observation has been conducted using a 28,000 DWT class bulk carrier since June 2010 to August 2016 for six years. The ship is 160.4 m long (between perpendiculars) and 27.2 m wide, with a 9.82 m fully loaded draft and a 14 knots design operational speed. Unlike higher-speed container ships, the lower-speed bulk carrier is less able to avoid rough weather and sometimes has to navigate under severe weather conditions.

Observation data from the bulk carrier includes weather data (wind speed, wind direction, etc.) measured using a weather gauge, wave data (wave height, directional wave spectrum) measured using a X-band radar, voyage parameters (ship position, speed, ship course, etc.) recorded using a voyage data recorder, engine performance data (shaft revolution, engineer power, fuel oil consumption, etc.) recorded using an engine data logger, and ship motion data (pitch, roll, and yaw) measured using an inertial measurement unit. The detail of onboard measuring is described such as
the measured parameters and observation instruments in Sasa et al. (2015). During the first two years of observation, select data, including wave observation data during March 2013 were missing due to measurement system failure. The ship’s speed should be evaluated as the speed through the water. However, the measured value shows abnormal in 2012-2013 for the mechanical failure. The speed over the ground is alternatively used here.

Observation indicated that the ship encountered several rough weather events in 2013. In this study, we selected three of these events near the south coast of South Africa (Case 1), in the western South Atlantic Ocean (Case 2), and in the Tasman Sea between Australia and New Zealand (Case 3) for further investigation. Figure 1 shows the geographic location of these three rough weather events. Table 1 details these rough-sea navigation periods and the corresponding ship conditions. Figure 2 shows the 10-minute averaged measurement of wind speed (30.86 m above the water surface), ship speed, pitch motion, roll motion, engine shaft revolution, engine power, and fuel oil consumption during each of the three rough-sea navigations.

Figure 1 Rough-sea navigation cases considered in this study (black lines indicate ship routes; red circles indicate three rough weather events).

Table 1 Rough-sea navigation periods and corresponding ship conditions for Cases 1, 2, and 3 in 2013

Figure 2 Measured data for Cases 1, 2, and 3: (a) wind speed, (b) ship speed, (c) pitch motion, (d) roll motion, (e) engine shaft revolution, (f) engine power, and (g) fuel oil consumption
2.2 Case 1: south coast of South Africa (June 1–4)

In Case 1, the bulk carrier was traveling westward from the Indian Ocean to the South Atlantic Ocean along the coast of South Africa in early June 2013. Loaded condition of the ship was half loaded (mean draft is 8.16m). During this time, wind speed of approximately 20-30 m/s continued for nearly three days. Influenced by the strong winds under rough seas, the ship speed decreased from nearly 12 knots to 3 knots, resulting in the ship remaining almost stationary. At the same time, the pitch motion increased from approximately 1.5° to over 5°. Nearly 12 hours later, the roll motion increased from 4° to 14°. Despite a decrease in engine shaft revolution (110 to 95 rpm) associated with the decrease in ship speed, the engine power and fuel oil consumption maintained constant despite of very slow speed. The ship’s heading has been frequently altered for 0-30° in 1-3.5 days.

2.3 Case 2: western South Atlantic Ocean (June 15)

In Case 2, the bulk carrier was traveling from South Africa to Uruguay, crossing the South Atlantic Ocean in mid-June 2013.Loaded condition was the same with Case 1 because of the same voyage. The wind speed during this period was lower than that in Case 1, peaking at 19 m/s on June 14. Approximately 12 hours later, the ship speed decreased from 12 knots to approximately 8 knots. Concurrent with the decrease in ship speed, the pitch motion increased from approximately 1.5° to 5°. Approximately 6 hours later, the roll motion also increased, peaking at 14°. As in Case 1, the engine power and fuel oil consumption maintained relatively high levels despite the decrease in main engine revolution (110 to 105 rpm) associated with the decrease in ship speed. The ship’s heading has been altered with large angles from 240° to 330° in 1.8-2.2 days. This also caused rapid change of the pitch motion.
2.4 Case 3: Tasman Sea (March 15–16)

Case 3 differs substantially from Cases 1 and 2. In Case 3, the ship was traveling from the south coast of Australia to northern New Zealand, crossing the Tasman Sea in mid-March 2013. Loaded condition was relatively ballast (draft is 6.55m), because the ship was scheduled to load timbers at the next port in New Zealand. During this time, the wind speed reached just over 9 m/s, but the ship speed nonetheless experienced two successive sudden drops from 15 knots to approximately 9 knots. Concurrently, the pitch motion increased from 1° to 4.7° and the roll motion increased from approximately 4° to nearly 14°. Engine power and fuel oil consumption also markedly decreased as the engine shaft revolution decreased. The ship’s heading has not been fixed in 1-2.5 days from 20° to 340°, and the error of relative wave direction might be larger if the averaged value is evaluated for 1 hour.

3. Wave simulation

3.1 Model setup

To replicate the rough waves encountered by the bulk carrier in the Southern Hemisphere in March and June 2013, we performed wave hindcasts using NOAA’s third-generation WW3 model (version 4.18), which has been widely used for open ocean wave simulation. Stopa et al. (2016) tested NOAA’s WW3 model using satellite measurements and buoy spectra. Their results suggested that all physical parameterizations for the wind input and whitecap dissipation in the WW3 model performed well in terms of significant wave height.

By explicitly parameterizing all physical processes, such as wind input, nonlinear wave interactions, whitecap dissipation, etc., the following spectra action balance equations can be solved (Tolman et al., 2014):

\[
\frac{\partial N}{\partial t} + \nabla_x \cdot (\bar{c}_s + \bar{U})N + \frac{\partial}{\partial k} \hat{k}N + \frac{\partial}{\partial \theta} \hat{\theta}N = \frac{S}{\sigma}
\]  
(1)
\[
\dot{k} = -\frac{\partial \sigma}{\partial d} \frac{\partial d}{\partial s} - \mathbf{k} \cdot \frac{\partial \mathbf{U}}{\partial s}
\]  

(2)

\[
\dot{\theta} = -\frac{1}{k} \left[ \frac{\partial \sigma}{\partial d} \frac{\partial d}{\partial m} + \mathbf{k} \cdot \frac{\partial \mathbf{U}}{\partial m} \right]
\]  

(3)

where \( N \) is the vector wavenumber spectrum, \( \mathbf{e}_g \) is the wave group velocity, \( \mathbf{U} \) is the current velocity, \( s \) is a coordinate in the direction of \( \theta \), \( m \) is a coordinate perpendicular to \( s \), and \( S \) is the net source term for the spectrum. In this study, \( S \) was determined as the summation of the linear input \( (S_{ln}) \), wind input \( (S_{in}) \), nonlinear wave-wave interaction \( (S_{nl}) \), wave dissipation \( (S_{ds}) \), and wave-bottom interaction \( (S_{bot}) \) terms, such that \( S = S_{ln} + S_{in} + S_{nl} + S_{ds} + S_{bot} \).

Once the vector wave number spectrum is obtained, the wave direction \( \psi \) can be calculated using the following formula:

\[
\psi = 2\pi - \psi_s + \tan^{-1}(b/a)
\]  

(4)

\[
a = \int_0^{2\pi} \int_0^\infty \cos \psi D_w(\omega, \psi) d\omega d\psi
\]

\[
b = \int_0^{2\pi} \int_0^\infty \sin \psi D_w(\omega, \psi) d\omega d\psi
\]  

(5)

The wave simulations were conducted using a global grid with a spatial resolution of 0.5° in longitudinal and latitudinal directions and three nested regional grids representing the South African coast, the western South Atlantic Ocean, and the Tasman Sea with a spatial resolution of 0.1°. A two-way nesting technique was applied, which takes into account the wave interactions between global and regional domains.

Figure 3 shows the bathymetry and computational domains for Case 1, 2, and 3. Bathymetry data originated from the ETOPO dataset (NOAA, 2006). Sea ice coverage was considered in the global model by applying ice concentrations measured by the Nimbus-7 Scanning Multichannel Microwave Radiometer (SMMR) and the Defense Meteorological Satellite Program’s (DMSP)
Special Sensor Microwave Imager (SSM/I) and Special Sensor Microwave Imager Sounder (SSMIS) (Cavaliere et al., 1996).

Figure 3 Bathymetry and computational domain for cases 1, 2, and 3.

For the net source term \( S \), a linear input source term \( S_{in} \) was included to improve initial wave growth during initialization of the model (Cavaleri and Malanotte-Rizzoli, 1981; Tolman, 1992). The wind input \( S_{in} \) and wave dissipation \( S_{ds} \) terms were estimated using Tolman and Chalikov’s (1996) method, and the nonlinear wave-wave interaction term \( S_{nl} \) was calculated using discrete interaction approximation (Hasselmann et al., 1985). To determine the wave-bottom interaction term \( S_{bot} \), an empirical linear Joint North Sea Wave Project (JONSWAP) parameterization (Hasselmann et al., 1973) was applied. Wave interactions with ocean currents and tides were not considered.

The minimum propagation time step was 330 s for the global model and 300 s for the regional models. The spectral resolution covered 36 regularly spaced directions. Frequencies extended from 0.0345 Hz with 38 frequency steps and a logarithmic frequency increment factor of 1.1. To fully initialize the WW3 model, calculations began approximately 1 month earlier than the rough-sea navigation period for each case.

Wind input is the most dominant factor in wave simulation. For ship weather routing, wind forecasts should be used to derive the predicted wave fields. In this study, our objective was, in part, to accurately replicate true rough sea states and corresponding ship motions. We considered different wind inputs with various spatial and temporal resolutions, originating from the National
Centers for Environmental Prediction Final (NCEP-FNL) Operation Model Global Tropospheric Analyses (NCEP/NWS/NOAA/U.S. Department of Commerce, 2000), the European Center for Medium-range Weather Forecasts Interim Reanalysis (ERA-Interim) (Dee et al., 2011), and the Weather Research and Forecasting (WRF) Model (Michalakes et al., 2004).

The NCEP-FNL analyses offers $1^\circ \times 1^\circ$ grids covering the global region while ERA-Interim offers a spatial resolution of approximately 80 km ($0.7^\circ$). Both of these wind input sources are updated every 6 hr. In addition, both of these wind input sources have assimilated multiple buoy measurements and remote satellite data. Sasaki (2016) indicated that the assimilation of satellite wind data has pronounced impacts on the wind and wave fields in the Southern Ocean.

To further investigate the impact of increased spatial and temporal weather and wave data resolutions on predicted waves and ship motions, we also considered near-surface winds simulated by the WRF Model (version 3.8) for the regional wave simulations. This next-generation mesoscale numerical weather prediction system has been widely and successfully used to predict severe weather events, such as typhoons (e.g., Storm et al., 2008; Watson and Bauman III, 2008). The WRF Model’s computational domain is larger than the wave model domains shown previously in Figure 3, extending approximately $3^\circ$ in four directions. The NCEP-FNL Analyses data was used to determine initial and boundary conditions, and its near-surface winds were used for the global domain. The spatial resolution and output time interval were set to be $0.1^\circ$ and 3 hr, respectively. The WRF Model single moment 3-class scheme (Hong et al., 2004) was applied to determine atmospheric microphysical processes. Longwave and shortwave radiations were estimated using the rapid radiative transfer model (Mlawer et al., 1997) and Dudhia scheme (Dudhia, 1989), respectively. To determine the planetary boundary layer and cumulus parameterization, the Kain-Fritsch (Kain, 2004) and Yonsei University (Hong et al., 2006) schemes were adopted, respectively.

It is necessary to compare these winds with measured one at the same altitude. The measured wind
speed is transformed to that at 10 m using Smith’s method (Smith, 1988). The corrected values at 10 m altitude are used from this chapter.

Considering that wave model results are very sensitive to wind inputs, a number of prior studies have considered the validity of simulated waves based on NCEP-FNL Analyses or ERA-Interim wind input sources. For example, Tolman et al. (2002) indicated that application of NOAA’s WW3 model using wind inputs from the NCEP’s operational global data assimilation system and operational medium-range forecast system provided a good estimation of significant wave height. Feng et al. (2006) indicated that simulated waves based on wind inputs from the NCEP/NCAR reanalysis were more consistent with the satellite observation. More recently, Stopa and Cheung (2014) compared simulated wind and wave fields based on wind inputs from the ERA-Interim and the NCEP Climate Forecast System Reanalysis (CFSR). They found that the use of the ERA-Interim wind input data generally resulted in underestimated wind speeds and wave heights. The use of the NCEP-CFSR wind input resulted in better estimates of extreme events despite its positive bias. Campos and Guedes Soares (2016) also observed that, despite producing reasonable estimates during moderate conditions, the use of the ERA-Interim wind input resulted in some underestimation during extreme events, which may pose a risk to ships if applied in navigation applications. These studies considered conditions in the Northern Hemisphere or in the low latitudes of the Southern Hemisphere. Few studies have attempted to simulate and validate waves and their effect on ship weather routing for oceans in the mid- or high-latitude Southern Hemisphere.

In this study, we utilized the ship’s onboard observations while operating in the Southern Hemisphere to evaluate the accuracy of simulated waves using different wind inputs and discussed their applicability for ship weather routing under severe weather conditions.
3.2 Wave validation

We have found that radar measured wave heights and spectrum lack reliability when wave heights exceed 4 m (details are shown in section 4). Moreover, wave observation data during March 2013 were missing due to measurement system failure. Therefore, we validated the simulated waves by comparing the ship motions estimated from the simulated wave hindcasts with those measured onboard. Prior studies have shown that ship motion measurements can be used to estimate sea states even when high-frequency wave components of wind wave spectrum are considered (Nielsen, 2008).

In this study, we focused on the ship’s pitch motion because of its vital role in ship safety and its close relationship to ship speed [as shown previously in Figure 2 (b–c)]. Assuming that the ship motion was proportional to the directional wave spectrum, we have

\[ D_p(\omega, \theta, V) = \frac{|X_p(\omega, \theta, V)|^2}{|1 - 2\omega_0V \cos \theta/g|} D_w(\omega_0, \theta) \]  

(6)

where \( D_p(\omega, \theta, V) \) is the directional pitch spectrum (\( \omega \) is the encounter circular frequency, \( \theta \) is the relative wave direction, and \( V \) is the ship speed), \( D_w(\omega_0, \theta) \) is the directional wave spectrum (\( \omega_0 \) is the circular frequency of incident waves), and \( X_p(\omega, \theta, V) \) is the response function of pitch motion. Several seakeeping models exist to calculate the response function of pitch motion. In this study, we used the Enhanced Unified Theory (EUT) (Kashiwagi, 1997) and the New Strip Method (NSM) (Salvessen et al., 1970), both of which are considered more practical in terms of computational cost and accuracy. Figure 4 shows the frequency response functions of pitch at 0°, 30°, 60°, and 90° by the EUT and the NSM.

Figure 4 Computed results of frequency response functions of pitch motion (Case 1 and 2, 0-90°)
It is obvious that amplitudes are nearly zero at high frequency region \( \omega > 1.2 \text{ rad/s} \), and the pitch motion does not respond in short wave periods. The values are larger for 0.2-0.4 in the NSM than those in the EUT.

Based on the assumption that the ship’s motion follows a Rayleigh distribution, the significant amplitude of pitch (pitch motion) \( (PA_{13}) \) and the corresponding average period \( (PT_{02}) \) can be calculated as follows:

\[
PA_{13} = 4.00 \sqrt{\int_{0}^{\infty} \int_{0}^{\infty} D_p(\omega, \theta, V) d\omega d\theta}
\]

\[
PT_{02} = 2\pi \frac{\sqrt{\int_{0}^{\infty} \int_{0}^{\infty} \omega D_p(\omega, \theta, V) d\omega d\theta}}{\sqrt{\int_{0}^{\infty} \int_{0}^{\infty} \omega^2 D_p(\omega, \theta, V) d\omega d\theta}}
\]

### 4. Wave hindcast results and wave validation

As an initial task in this study, wave hindcasts were performed for each of the three rough weather events considered. The results of these hindcasts related to significant wave height, wave period as well as wind speed and sea level pressure distribution are presented separately for each of the three cases.

#### 4.1 Wave hindcasts results

##### 4.1.1 Case 1: south coast of South Africa (June 1-4)

Figure 5 compares the simulated wind directions and speeds at 10 m above the water surface and parallel to the ship’s track based on the NCEP-FNL Analyses, ERA-Interim, and WRF Model wind inputs with the onboard observation. These results indicated that each of the simulation models generally underestimated the wind speed relative to the onboard observation. Consistent with onboard observation, the WRF Model estimated a maximum wind speed of approximately 23 m/s at 2 days. However, the NCEP-FNL Analyses and ERA-Interim consistently underestimated
the wind speed by approximately 3-9 m/s and 4-8 m/s, respectively, during the rough weather event (June 1-4). NCEP-FNL Analyses and WRF presented about 70° deviation in the wind direction during June 1-4, while about 35° for ERA-Interim.

Figure 5 Comparison of observed and simulated wind directions and speeds for Case 1.

Figure 6 compares the simulated wave directions, significant wave heights and wave periods based on the three different wind inputs with the onboard observation for June 1-4, 2013. Prior to the rough weather event (0-1 day), significant wave heights of < 4 m and wave periods of approximately 6 s were consistently estimated by each of the models and measured onboard. During the rough weather event (2-3 days), the measured wave height remained at <4 m, despite observed wind speeds of > 20 m/s. This unreasonably low measured wave height may be attributable to poor performance of the radar analyzer during severe weather; when the pitch motion is too high, the microwave radiation cannot accurately detect the sea surface ahead. During this same time, each of the simulation models estimated more reasonable wave heights of 5-7 m. Specifically, a peak wave height of nearly 8 m was estimated at 2.3 days using the WRF Model wind input, while a peak wave height of approximately 5.5 m was estimated nearly 8 hours later using the ERA-Interim wind input. Coinciding with the ERA-Interim peak wave time, a peak of nearly 7 m was estimated using the NCEP-FNL Analyses wind input.

Figure 6 Comparison of observed and simulated wave directions, significant wave heights and wave periods for Case 1.

Regarding the wave period, each of the simulation models consistently estimated longer wave periods relative to observation. Maximum simulated wave periods during the rough weather event...
(2-3 days) were approximately 10 s, 9 s, and 10 s based on the NCEP-FNL Analyses, ERA-Interim, and WRF Model wind inputs, respectively. Comparatively, the measured wave period remained constant throughout the observation period at approximately 6 s; this measurement may not be reliable because of the poor radar performance during severe weather.

All the simulated wave direction showed the similar results and comparable with the observation during the rough sea navigation (1-2 days). The differences decreased from about 70° at 06:00 June 2 to about 10° at 22:00 June 3.

Measured at three distinct times during the rough weather event (00:00 June 2, 00:00 June 3, and 00:00 June 4), Figure 7 shows the sea level pressure distribution using data from the NCEP-FNL Analyses and the simulated wave heights and wave directions and wind vectors based on the three different wind inputs. In this case, as the ship navigated westward and approached South Africa’s east coast, low pressure developed to the south of South Africa and propagated eastward [Figure 7(a)]. Concurrently, high waves exceeding 10 m propagated eastward along South Africa’s south coast. In this situation, the ship is said to be navigating in a head sea condition, and violent pitch motion is expected.

Figure 7 Snapshot sea level pressure distributions and comparative simulated wave fields for Case 1 (shaded areas denote significant wave height, red arrows denote wave direction, black arrows denote wind vector, and black dot denote the ship position).

Comparing the waves generated by the three different wind inputs, strong waves up to 10 m to the west of South Africa were estimated based on the NCEP-FNL Analyses wind input. The estimated height of these waves decreased over time as they propagated toward the coast of South Africa [Figure 7(b1)]. Conversely, the simulated waves based on WRF Model wind input generally
gained strength as they are approached the coast [Figure 7(b2)]. The simulated waves based on the ERA-Interim were generally smaller relative to the other two simulation results [Figure 7(b3)].

4.1.2 Case 2: western South Atlantic Ocean (June 15)

Figure 8 compares the simulated wind directions and speeds based on the NCEP-FNL Analyses, ERA-Interim, and WRF Model wind inputs with the onboard observation. The simulation models reasonably replicated the temporal variation of the observed wind speed but underestimated the true wind speed by 4-10 m/s. The peak wind speed estimated using the WRF Model wind input occurred at approximately at the same time as the observed peak wind speed, while the peak wind speeds estimated using the NCEP-FNL Analyses and ERA-Interim wind inputs occurred approximately 9 hours later. This difference in results suggested that the higher spatial and temporal resolutions offered by the WRF Model more accurately estimated small-scale spatial variation in wind speed. The simulated wind directions showed the similar results and their deviation from the observation decreased from about 45° to 0° during the rough sea navigation (1-2 days).

Figure 8 Comparison of observed and simulated wind directions and speeds for Case 2.

Figure 9 compares the simulated significant wave heights, wave period and wave directions based on the three different wind inputs with the onboard observation. The observed wave height and period was <4 m and approximately 6 s, respectively. Each of the simulation models reasonably replicated the temporal variation of the wave heights, although estimated significant wave heights following the rough weather event (1-2 days) were higher than those measured onboard. Comparatively, the estimated wave periods were considerably overestimated relative to the wave periods measured onboard. The simulate wave directions were comparable with the observation
during the first one and half days, but failed to reproduce the sudden change in wave direction at 11:00 and 20:00 on June 15 as indicated by the observation.

Figure 9 Comparison of observed and simulated wave directions, significant wave heights and wave periods for Case 2.

Again measured at three distinct times during the rough weather event (00:00 June 15, 12:00 June 15, and 00:00 June 16), Figure 10 shows the sea level pressure distribution using data from the NCEP-FNL Analyses and the simulated wave heights and directions and wind vectors based on the three different wind inputs. Weather conditions in this case were similar to the weather conditions in Case 1 [Figure 10(a)]. As low pressure developed between South America and Antarctica and propagated northeastward, the ocean waves in western South Atlantic Ocean propagated northeastward. The ship, navigating westward, encountered strong waves from forward left.

Figure 10 Snapshot sea level pressure distributions and comparative simulated wave fields for Case 2 (shaded areas denote significant wave height, red arrows denote wave direction, black arrows denote wind vector, and black dot denote the ship position).

Comparing the waves generated by the three different wind inputs, the largest and smallest waves were estimated based on the NCEP-FNL Analyses [Figure 10(b1)] and ERA-Interim [Figure 10(b2)] wind inputs, respectively. Simulated waves using the WRF Model wind input were intermediate [Figure 10(b3)] relative to the other two simulation results.

4.1.3 Case 3: Tasman Sea (March 14-17)
As noted previously, select data, including wave observation data in March 2013, were missing because of measurement system failure limiting wave-related comparisons between simulated and observed results. Nonetheless, Case 3 demonstrates some unique phenomena worthy of consideration. For example, despite relatively moderate winds, the ship experienced violent motions. Figure 11 shows the ship’s track in mid-March, 2013. The ship departs from a Southern Australian port, and is heading for Northern New Zealand though Tasman Sea. During the voyage, the ship has altered its course irregularly and the track seems a very complicated zigzag path. Simultaneously pitch and roll motions have increased with the speed loss, and the ship’s captain confirmed that they were in a dangerous situation. To determine the cause of the violent ship motion, we considered the simulated sea states.

Figure 11 Ship track in mid-March 2013 from Australia to New Zealand through Tasman Sea.

Figure 12 compares the simulated wind speeds based on the NCEP-FNL Analyses, ERA-Interim, and WRF Model wind inputs with the onboard observation. The measured wind speed was relatively low (<10 m/s). Comparatively, the estimated wind speeds were consistently higher for each of the simulation models. Peak wind speeds of approximately 11 m/s occurring at approximately noon on March 15 were estimated using the NCEP-FNL Analyses and ERA-Interim wind inputs. Both models showed minimal variation during the observation period. Conversely, a peak wind speed of >13 m/s occurring at 18:00 on March 15 was estimated using the WRF Model wind input. The WRF Model simulation results also exhibited much more variation over time. All the simulated wind directions presented much more smooth results and could not reproduce the
abrupt variation in wind direction during rough sea navigation (1-2 days) as observation indicated. This could be attributed to the rough time resolution in each model.

Figure 12 Comparison of observed and simulated wind speeds and directions for Case 3.

Figure 13 compares the simulated wave directions, significant wave heights and wave periods based on the three different wind inputs; no onboard observation data was available. Each of the simulation models exhibited an abrupt increase in wave height beginning at 00:00 on March 15. Similar singular estimated wave height peaks (>4 m/s occurring at 9:00 on March 15) were estimated based on the NCEP-FNL Analyses and ERA-Interim wind inputs. Comparatively, dual estimated wave height peaks were estimated based on the WRF Model wind input; the wave height increased twice successively to reach a peak value of approximately 5.5 m at 01:00 on March 16.

Figure 13 Comparison of simulated wave directions, significant wave heights and wave periods for Case 3.

Simulated wave period results were more consistent among the three simulation models. Estimated wave periods increased from 6 to >10 s during the first day. Wave period estimates based on the WRF Model wind input exhibited a similar but less pronounced dual-peaking tendency with a small subsequent peak reaching nearly 10 s at the end of day on March 15.

All the simulated wave directions were consistent and presented 4-times sudden change in wave direction on March 15. WRF Model showed as large as about 30° deviation from the other two results on March 14 and about 90° deviation on March 16.
Measured at three distinct times during the rough weather event (12:00 March 15, 00:00 March 16, and 12:00 March 16), Figure 14 shows the sea level pressure distribution using data from the NCEP-FNL Analyses and the simulated wave heights and directions and wind vectors based on the three different wind inputs. In this case, two areas of low pressure were located north and southwest of the Tasman Sea. Wave heights were relatively high in these two areas, and the waves propagated southward and northeastward.

The ship, navigating northeastward from the south coast of Australia to northern New Zealand, first encountered the northern area of low pressure, which moved southward and generated relatively large waves of approximately 6m [Figure 13(b1–b3) at 12:00 on March 15]. Approximately 12 hours later, a strong swell propagating from the southwest to the northeast with a maximum wave height of >7 m entered the Tasman Sea and interacted with existing southward waves [Figure 13 (b1–b3) at 00:00 on March 16]. During this time, the ship was in between the two waves and was pushed northward under their interaction. After another 12 hours, the northeastward swell emerged as the dominant wave and the ship navigated farther northeastward [Figure 13(b1–b3) at 12:00 on March 16].

Despite the lack of wave observation data for comparison, the simulated wave hindcasts indicated that the ship encountered two opposite-direction waves during the rough weather event. This encounter may explain the observed decreases in ship speed and increases in pitch and roll motions shown previously in Figure 2. Comparing the simulated wave fields generated by the three
different wind inputs, the estimated wave heights for waves propagating from north to south were higher based on the WRF Model wind input relative to the other two simulation model results.

4.2 Wave validation

The observed wave heights measured by radar in Case 1 and 2 were suspect, indicating unreasonably low values during rough-sea navigation. As such, these measurements were not deemed appropriate for validation of simulated waves. Moreover, observed wave heights were not available in Case 3 because of measurement system failure. Instead, wave validation was performed by comparing the pitch motion of the ship as estimated from the simulated wave hindcasts with the pitch motion measured onboard.

4.2.1 Case 1: south coast of South Africa (June 1–4)

Figure 15 compares the calculated pitch motion using EUT and NSM methods and based on radar measurements and wave hindcasts using the NCEP-FNL Analyses, ERA-Interim, and WRF Model wind inputs with onboard observations for Case 1. Because the radar failed to measure waves >4 m, the corresponding calculated pitch motion was also unreasonable small (<3°) when compared with the observed pitch motion. The calculated pitch motions based on the simulated wave hindcasts were more reasonable. However, the calculated pitch motions based on the NCEP-FNL Analyses and WRF Model wind inputs during June 3–4 (1.5–2.5 days) generally overestimated the true pitch by 2° and 1°, respectively. Although the calculated pitch motion based on the ERA-Interim wind input was most consistent with the observed pitch motion, this model underestimated pitch motion by approximately 1° during the increasing phase of the rough weather event (from the end of June 2 to the beginning of June 3), which could pose a danger to ships if
applied for weather routing. Comparing EUT and NSM methods, the calculated pitch motion was comparable but relatively higher using the former method.

Figure 15 Comparison of observed and calculated pitch motions based on radar measurements and simulated wave hindcasts using EUT (top) and NSM (bottom) methods for Case 1.

Figure 16 compares the RMS of significant pitch amplitude using EUT and NSM methods, respectively for Case 1. Results indicated that the ERA-Interim wind input gives the smallest error, while NCEP-FNL Analyses and WRF Model wind inputs result in relative larger error. When applying radar measurement, the error was largest since it failed to measure big waves.

Figure 16 Comparison of RMS of significant pitch amplitude using EUT and NSM methods for Case 1.

To further investigate the ship’s pitch motion, Figure 17 compares the calculated pitch frequency spectrums using EUT and NSM methods and based on radar measurements and wave hindcasts using the three different wind inputs with onboard observations at 6:00 on June 3. Although the calculated pitch frequency spectrums based on the simulated wave hindcasts were more concentrated in the lower frequency bands, the observed spectral peak was well replicated at approximately 0.7 rad/s. The calculated pitch frequency spectrums using the EUT and NSM methods were similar, although the calculated spectral peak was higher using EUT method.
Figure 17 Comparison of observed and calculated pitch frequency spectrums based on radar measurements and simulated wave hindcasts using EUT (left) and NSM (right) methods for case 1 at 6:00 on June 3, 2013.

4.2.2 Case 2: western South Atlantic Ocean (June 15)

Figure 18 compares the calculated pitch motion using EUT and NSM methods and based on radar measurements and wave hindcasts using the three different wind input sources with onboard observations for Case 2. Similar to Case 1, the radar measurements underestimated the pitch motion, particularly when the NSM method was applied. The calculated pitch motions based on the NCEP-FNL Analyses wind input during June 15 generally overestimated the true pitch by 1-2°, respectively. The calculated pitch motion based on the WRF model wind input was most consistent with the observed pitch motion. The rapid change of pitch motion can be simulated in each method by using the 10-minute averaged value on ship's heading. Generally, the calculated pitch motions using EUT method is relatively higher than that using NSM method. Comparatively, use of the NSM method better captured the pitch motion during the rough weather event’s increasing phase irrespective of wind inputs.

Figure 18 Comparison of observed and calculated pitch motions based on radar measurements and simulated wave hindcasts using EUT (top) and NSM (bottom) methods for Case 2.

Figure 19 compares the RMS of significant pitch amplitude using EUT and NSM methods, respectively for Case 2. Results based on the ERA-Interim and WRF model wind inputs give relatively small error, while NCEP-FNL wind inputs result in larger error. Similar to Case 1, when applying radar measurement, the error was largest since it failed to measure big waves.
Figure 19 Comparison of RMS of significant pitch amplitude using EUT and NSM methods for Case 2.

Figure 20 compares the calculated pitch frequency spectrums using EUT and NSM methods and based on radar measurements and wave hindcasts using the three different wind inputs with onboard observations at 12:00 on June 15. The calculated pitch frequency spectrums based on the simulated wave hindcasts were more consistent with observed pitch frequency spectrum at frequencies <0.5 rad/s than the calculated pitch frequency spectrum based on the radar measurement, which was much lower. EUT and NSM methods resulted in similar spectrum shapes. Similar to Case 1, the pitch frequency spectral peak calculated using EUT method was relative higher than the peak calculated using the NSM method, resulting in the relative higher pitch motion as shown previously in Figure 18.

Figure 20 Comparison of observed and calculated pitch frequency spectrums based on radar measurements and simulated wave hindcasts using EUT (left) and NSM (right) methods for Case 2 at 12:00 on June 15 2013.

4.2.3 Case 3: Tasman Sea (March 15–16)

Figure 21 compares the calculated pitch motion using EUT and NSM methods and based on wave hindcasts using the three different wind inputs with onboard observations for Case 3. The observation indicated that the pitch motion increased twice during March 15, and the calculated pitch motions reasonably replicated the two increasing of true pitch motion. However, all the calculated pitch motion during the beginning of March 15 underestimated the true pitch from 0.5° to 1°. During the end of March 15 (the second increasing of pitch motion), the calculated pitch
motions based on the NCEP-FNL Analyses was comparable with the observation. However, the calculated pitch motion based on the ERA-Interim was underestimated by approximately 1°. Conversely, the calculated pitch motion based on WRF model wind input was overestimated by approximately 2°. It is the reason why the simulated wave height is higher for 2 m in the WRF wind input than that in other methods, as shown in Figure 13. It implicates that the wind distribution computed on WRF model overestimates true winds than those on the linear interpolated wind inputs for this case. Similar to Case 1 and 2, the calculated pitch motion using EUT method was relatively higher than that using NSM method.

Figure 21 Comparison of observed and calculated pitch motions based on simulated wave hindcasts using EUT (top) and NSM (bottom) methods for Case 3.

Figure 22 compares the RMS of significant pitch amplitude using EUT and NSM methods, respectively for Case 3. Results based on the NCEP-FNL and ERA-Interim wind input give relatively small error, while WRF model wind inputs result in larger error since it overestimated pitch amplitude during the second increasing phase of pitch motion.

Figure 22 Comparison of RMS of significant pitch amplitude using EUT and NSM methods for Case 3.

To further investigate these differences, Figure 23 compares the calculated pitch frequency spectrums using EUT and NSM methods and based on wave hindcasts using the three different wind inputs with onboard observations at 3:00 on March 15. Similar to Case 1 and 2, the calculated pitch frequency spectrums based on the simulated wave hindcasts were more concentrated in the lower frequency bands. Use of the both EUT and NSM method resulted in overestimation of the
true pitch frequency spectrums between frequencies of 0.45-0.65 rad/s, and underestimation of the true pitch frequency spectrums at frequencies > 0.65 rad/s. Using either method, the calculated pitch frequency spectrum was generally relatively low based on the WRF Model wind input, consistent with its lower pitch motion peak shown previously in Fig. 20. Similar to Case 1 and 2, the pitch frequency spectrum calculated using EUT method was relatively higher than the peak calculated using the NSM method.

Figure 23 Comparison of observed and calculated pitch frequency spectrums based on simulated wave hindcasts using EUT (left) and NSM (right) methods for Case 3 at 3:00 on March 15 2013.

5. Conclusions

In this study, we simulated wave hindcasts using NCEP-FNL Analyses, ERA-Interim, and WRF Model wind inputs with various spatial and temporal resolutions for three cases of rough-sea navigation in the Southern Hemisphere. The simulated waves were validated using onboard ship motion measurements. Comparisons of the observed and calculated pitch motions indicated that the simulated wave hindcasts reasonably replicated rough waves, suggesting potential application to ship weather routing under severe weather conditions.

Wind speed comparisons indicated that, for relatively high wind speeds, each of the simulation models based on the three different wind input sources tended to underestimate the true wind speeds by up to approximately 10 m/s. Wind speed estimates based on the ERA-Interim wind input were consistently lower than the estimates based on the NCEP-FNL Analyses wind input. The increased spatial and temporal resolutions offered by the WRF Model wind input tended to improve the accuracy of wind speed estimates and provided greater detail regarding wind speed variation.
Corresponding to the wind speed, the simulated waves using the NCEP-FNL Analyses wind input were generally higher than the waves estimated using the ERA-Interim wind input, and consequently generated more violent ship motion. This result is consistent with other study findings (e.g. Campos and Guedes Soares, 2016). Results also indicated that the simulated waves using the higher-resolution WRF Model wind input both overestimated and underestimated the wave height and ship motion, depending on the case. Increased spatial resolution of WW3 model can improve estimation accuracy.

The calculation of pitch motions in rough weather events is sensitivity to relative wave direction. Supplemental investigations confirmed that average of ship direction measurement every 1 hour is not appropriate for the calculation of pitch motions using wave hindcasts when ship course changes frequently under the rough sea condition. Average of ship direction by shorter time interval such as 10 min is better in such cases.

In conclusion, by using onboard ship motion measurements, we have effectively validated efforts to simulate rough waves in the Southern Hemisphere. The results suggest that near-surface winds from the ERA-Interim generally underestimated rough waves, while those from the NCEP-FNL Analyses had a contrary tendency. In addition, although the wind inputs from the ERA-Interim produced simulated wave hindcasts more consistent with measured results, these same inputs generally underestimated the increasing-phase pitch motion under severe weather conditions, which poses a danger for ships. Thus, the use of wind inputs from the NCEP-FNL Analyses or higher-resolution WRF Model is recommended for application to ship weather routing systems under severe weather conditions in the Southern Hemisphere.
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Abstract

In this study, three cases of rough-sea navigation in the Southern Hemisphere were reproduced using the National Oceanic and Atmospheric Administration’s WAVEWATCH III. Different wind inputs with various spatial and temporal resolutions were considered, originating from the National Centers for Environmental Prediction Final (NCEP-FNL) Operation Model Global Tropospheric Analyses, the European Center for Medium-range Weather Forecasts Interim Reanalysis (ERA-Interim), and the Weather Research and Forecasting (WRF) model. The simulated waves (wave hindcasts) were validated using measured onboard ship motion data. Comparisons of measured and simulated pitch motion indicated that each of the different wind inputs produced reasonable first-order estimates of rough waves. However, for application to a ship’s weather routing systems, wind input selection should be carefully considered. For example, near-surface winds from the ERA-Interim underestimated rough waves, while those from the NCEP-FNL Analyses had a contrary tendency. In addition, although the wind inputs from the ERA-Interim produced wave hindcasts that is more consistent with measured results, these same inputs generally underestimated the increasing-phase pitch motion under severe weather conditions, which poses a danger for ships. Thus, the use of wind inputs from NCEP-FNL Analyses or higher-resolution WRF model is recommended for application to ship weather routing systems.
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1. Introduction

Maritime transport is estimated to account for more than 90% of the world’s trade by volume. As the world’s trade continues to grow, maritime volumes are expected to increase (United Nations Conference on Trade and Development, 2016). Currently, the shipping industries are facing additional economic and environmental challenges. First, industrial shipping is very sensitive to bunker fuel prices. With increasing cargos and shipping routes, a high priority for ship owners is to minimize fuel oil consumption during each voyage. Second, growing concerns about global warming have increased the focus on environmental impacts from shipping. The International Maritime Organization (IMO) estimated that carbon dioxide (CO₂) emissions from international shipping accounted for approximately 3.1% of the total global emissions during 2007-2012; if no action is taken, this proportion could increase to 50–250% by 2050 (Smith et al., 2014). As a result, the Marine Environment Protection Committee (MEPC) introduced the Energy Efficiency Design Index (EEDI) as a mandatory measure to reduce shipping-related CO₂ emissions (Prpic-Orsic and Faltinsen, 2012). Enacted in 2013, the IMO is requiring all ships to reduce CO₂ emissions by 20% per tonne/km by 2020 and 50% per tonne/km by 2050 (Smith et al., 2014).

Accurate weather routing of ships has been increasingly recognized as an important contributor to safe, economical and efficient shipping. Based on forecasts of weather, sea conditions, and ship performance, weather routing determines the optimum tracks for ocean voyages, which in turn maximize safety and crew comfort, minimize fuel oil consumption and harmful emissions, and minimize travel times (Bowditch 2002). Original proposed by James (1957), ship weather routing has significantly progressed during the last few decades owing to advances in meteorological analysis, weather forecast ability, and computer modeling techniques.

Until now, studies on ship weather routing have considered ocean voyages in the North Indian Ocean (e.g., Padhy et al., 2008; Sen and Padhy, 2015), the North Atlantic Ocean (e.g., Chen, 1978;
Hinnenthal, 2008; Shao et al., 2012), the North Pacific Ocean (e.g., Hagiwara and Spaans, 1987; Takashima et al., 2009; Lin et al., 2013), and the Mediterranean Sea (e.g., Delitala et al., 2010).

Few studies on ship weather routing have considered ocean voyages in the Southern Hemisphere, largely because of lower maritime transport activity and less accurate weather predictions due to sparse observation.

According to a recent report on global marine trends (QinetiQ et al., 2013), however, economic development in emerging countries and continued rapid industrialization and urbanization in developing and developed countries will increase shipping exports of manufactured products, grain, energy resources, and natural resources from countries such as Australia and Brazil to importing countries such as China and India. Consequently, container, tanker, liquefied natural gas (LNG) carrier and bulk carrier ships are expected to navigate the Southern Hemisphere more often in the next 15 years. Therefore, the provision of effective and efficient ship weather routing in the Southern Hemisphere has become urgent and important.

The increasing availability of remotely sensed data has enabled significant advances in the accuracy and reliability of weather and wave simulation in the Southern Hemisphere. For example, Gorman et al. (2003) applied wind output from the European Center for Medium-range Weather Forecasts (ECMWF) to the WAve Model (WAM) and simulated the generation and propagation of deep-water waves in New Zealand from 1979 to 1998 with a spatial resolution of 1.125°. More recently, Bosserelle et al. (2012) applied the National Oceanic and Atmospheric Administration’s (NOAA) WAVE WATCH III (WW3) model using reanalysis wind field data from the National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) to quantify the long-term wave variability in coastal seas around Western Australia with a grid size of 1/6°. Similarly, Durrant et al. (2014) applied the WW3 model using wind data from the NCEP Climate Forecast System Reanalysis (CFSR) to conduct a 31-year (1979–2009) wave hindcast in
coastal seas around Australia and islands of the South Pacific Ocean with a minimum grid size of 1/15°. Their model was later applied to the south coastal area of Australia and presented good agreement with a moored buoy observation (Rapizo et al., 2015).

Each of these studies has provided fundamental wave information in the Southern Hemisphere. However, given the high frequency of storm occurrences in the Southern Hemisphere, the spatial and temporal resolutions of these prior wave simulations may be too coarse for application to ship weather routing systems, especially under rough weather conditions. Moreover, the validation of wave fields relies on either remote satellite data that has limited space and time coverage or moored buoy data that is confined to coastal areas. Until recently, access to onboard data that describes real-time wave effects on ship performance during rough-sea navigation in the Southern Hemisphere, has been limited. As noted by Vettor and Guedes Soares (2016), the number of observations remains insufficient to draw reliable conclusions for ship routing systems from wind and wave analyses in the Southern Hemisphere.

Beginning in 2010, we have conducted long-term observations on weather, wave, ship motion, navigation and engine performance using a 20,000 DWT class bulk carrier during many rough weather events in both the Southern and the Northern Hemispheres. Using these data, Sasa et al. (2015) presented two case studies of rough-sea navigation in the Northern Hemisphere that showed good agreement between simulated and observed waves. Building upon this earlier work, we used the corresponding ship motion measurement in this study to evaluate the accuracy of the wave hindcasts under much more severe weather in the Southern Hemisphere when radar failed to measure waves correctly. Prior studies have demonstrated wave estimation from measured ship motion using wave buoy analogy (Neilsen, 2008). However, no such studies have considered real sea navigation. In this study, we selected three cases of rough-sea navigation in 2013, and simulated the waves using NOAA’s WW3 model and three different wind inputs with various spatial and
temporal resolutions. A comparison of the simulated and observed results enabled (1) validation of the simulated wind and waves using onboard measurements and observations, and (2) evaluation of the different wind input sources with respect to reliability for ship navigation and weather routing in the Southern Hemisphere, especially during rough weather.

Following this introductory information, section 2 shows the onboard observation. Section 3 describes the methods used in this study related to the wave simulation and wave validation. Section 4 presents the results of the simulated wave hindcasts and validation efforts, which compare the pitch motion of the ship as estimated from the simulated wave hindcasts with the onboard observation. Section 5 summarizes key findings from this study and suggests opportunities for future research.

2. Onboard observation

2.1 Observation system

An onboard observation has been conducted using a 28,000 DWT class bulk carrier since June 2010 to August 2016 for six years. The ship is 160.4 m long (between perpendiculars) and 27.2 m wide, with a 9.82 m fully loaded draft and a 14 knots design operational speed. Unlike higher-speed container ships, the lower-speed bulk carrier is less able to avoid rough weather and sometimes has to navigate under severe weather conditions.

Observation data from the bulk carrier includes weather data (wind speed, wind direction, etc.) measured using a weather gauge, wave data (wave height, directional wave spectrum) measured using a X-band radar, voyage parameters (ship position, speed, ship course, etc.) recorded using a voyage data recorder, engine performance data (shaft revolution, engineer power, fuel oil consumption, etc.) recorded using an engine data logger, and ship motion data (pitch, roll, and yaw) measured using an inertial measurement unit. The detail of onboard measuring is described such as
the measured parameters and observation instruments in Sasa et al. (2015). During the first two years of observation, select data, including wave observation data during March 2013 were missing due to measurement system failure. The ship’s speed should be evaluated as the speed through the water. However, the measured value shows abnormal in 2012-2013 for the mechanical failure. The speed over the ground is alternatively used here.

Observation indicated that the ship encountered several rough weather events in 2013. In this study, we selected three of these events near the south coast of South Africa (Case 1), in the western South Atlantic Ocean (Case 2), and in the Tasman Sea between Australia and New Zealand (Case 3) for further investigation. Figure 1 shows the geographic location of these three rough weather events. Table 1 details these rough-sea navigation periods and the corresponding ship conditions. Figure 2 shows the 10-minute averaged measurement of wind speed (30.86 m above the water surface), ship speed, pitch motion, roll motion, engine shaft revolution, engine power, and fuel oil consumption during each of the three rough-sea navigations.

Figure 1 Rough-sea navigation cases considered in this study (black lines indicate ship routes; red circles indicate three rough weather events).

Table 1 Rough-sea navigation periods and corresponding ship conditions for Cases 1, 2, and 3 in 2013

Figure 2 Measured data for Cases 1, 2, and 3: (a) wind speed, (b) ship speed, (c) pitch motion, (d) roll motion, (e) engine shaft revolution, (f) engine power, and (g) fuel oil consumption
2.2 Case 1: south coast of South Africa (June 1–4)

In Case 1, the bulk carrier was traveling westward from the Indian Ocean to the South Atlantic Ocean along the coast of South Africa in early June 2013. Loaded condition of the ship was half loaded (mean draft is 8.16m). During this time, wind speed of approximately 20-30 m/s continued for nearly three days. Influenced by the strong winds under rough seas, the ship speed decreased from nearly 12 knots to 3 knots, resulting in the ship remaining almost stationary. At the same time, the pitch motion increased from approximately 1.5° to over 5°. Nearly 12 hours later, the roll motion increased from 4° to 14°. Despite a decrease in engine shaft revolution (110 to 95 rpm) associated with the decrease in ship speed, the engine power and fuel oil consumption maintained constant despite of very slow speed. The ship’s heading has been frequently altered for 0-30° in 1-3.5 days.

2.3 Case 2: western South Atlantic Ocean (June 15)

In Case 2, the bulk carrier was traveling from South Africa to Uruguay, crossing the South Atlantic Ocean in mid-June 2013. Loaded condition was the same with Case 1 because of the same voyage. The wind speed during this period was lower than that in Case 1, peaking at 19 m/s on June 14. Approximately 12 hours later, the ship speed decreased from 12 knots to approximately 8 knots. Concurrent with the decrease in ship speed, the pitch motion increased from approximately 1.5° to 5°. Approximately 6 hours later, the roll motion also increased, peaking at 14°. As in Case 1, the engine power and fuel oil consumption maintained relatively high levels despite the decrease in main engine revolution (110 to 105 rpm) associated with the decrease in ship speed. The ship’s heading has been altered with large angles from 240° to 330° in 1.8-2.2 days. This also caused rapid change of the pitch motion.
2.4 Case 3: Tasman Sea (March 15–16)

Case 3 differs substantially from Cases 1 and 2. In Case 3, the ship was traveling from the south coast of Australia to northern New Zealand, crossing the Tasman Sea in mid-March 2013. Loaded condition was relatively ballast (draft is 6.55 m), because the ship was scheduled to load timbers at the next port in New Zealand. During this time, the wind speed reached just over 9 m/s, but the ship speed nonetheless experienced two successive sudden drops from 15 knots to approximately 9 knots. Concurrently, the pitch motion increased from 1° to 4.7° and the roll motion increased from approximately 4° to nearly 14°. Engine power and fuel oil consumption also markedly decreased as the engine shaft revolution decreased. The ship’s heading has not been fixed in 1-2.5 days from 20° to 340°, and the error of relative wave direction might be larger if the averaged value is evaluated for 1 hour.

3. Wave simulation

3.1 Model setup

To replicate the rough waves encountered by the bulk carrier in the Southern Hemisphere in March and June 2013, we performed wave hindcasts using NOAA’s third-generation WW3 model (version 4.18), which has been widely used for open ocean wave simulation. Stopa et al. (2016) tested NOAA’s WW3 model using satellite measurements and buoy spectra. Their results suggested that all physical parameterizations for the wind input and whitecap dissipation in the WW3 model performed well in terms of significant wave height.

By explicitly parameterizing all physical processes, such as wind input, nonlinear wave interactions, whitecap dissipation, etc., the following spectra action balance equations can be solved (Tolman et al., 2014):

$$\frac{\partial N}{\partial t} + \nabla_x \cdot (c_x + U)N + \frac{\partial k}{\partial k} \dot{k}N + \frac{\partial}{\partial \theta} \dot{\theta}N = \frac{S}{\sigma}$$  \hspace{1cm} (1)
\[ \mathbf{k} = -\frac{\partial \sigma}{\partial \mathbf{d}} \frac{\mathbf{d}}{\partial \mathbf{s}} - k \cdot \frac{\partial \mathbf{U}}{\partial \mathbf{s}} \tag{2} \]

\[ \mathbf{\dot{\theta}} = -\frac{1}{k} \left[ \frac{\partial \sigma}{\partial \mathbf{d}} \frac{\mathbf{d}}{\partial \mathbf{m}} + k \cdot \frac{\partial \mathbf{U}}{\partial \mathbf{m}} \right] \tag{3} \]

where \( N \) is the vector wavenumber spectrum, \( \mathbf{c}_g \) is the wave group velocity, \( \mathbf{U} \) is the current velocity, \( \mathbf{s} \) is a coordinate in the direction of \( \theta \), \( \mathbf{m} \) is a coordinate perpendicular to \( \mathbf{s} \), and \( S \) is the net source term for the spectrum. In this study, \( S \) was determined as the summation of the linear input \( (S_{in}) \), wind input \( (S_{in}) \), nonlinear wave-wave interaction \( (S_{nl}) \), wave dissipation \( (S_{ds}) \), and wave-bottom interaction \( (S_{bot}) \) terms, such that \( S = S_{in} + S_{in} + S_{nl} + S_{ds} + S_{bot} \).

Once the vector wave number spectrum is obtained, the wave direction \( \psi \) can be calculated using the following formula:

\[ \psi = 2\pi - \psi_s + \tan^{-1}(b/a) \tag{4} \]

\[ a = \int_0^{2\pi} \int_0^{\infty} \cos \psi D_w(\omega, \psi) d\omega d\psi \]

\[ b = \int_0^{2\pi} \int_0^{\infty} \sin \psi D_w(\omega, \psi) d\omega d\psi \tag{5} \]

The wave simulations were conducted using a global grid with a spatial resolution of 0.5° in longitudinal and latitudinal directions and three nested regional grids representing the South African coast, the western South Atlantic Ocean, and the Tasman Sea with a spatial resolution of 0.1°. A two-way nesting technique was applied, which takes into account the wave interactions between global and regional domains.

Figure 3 shows the bathymetry and computational domains for Case 1, 2, and 3. Bathymetry data originated from the ETOPO dataset (NOAA, 2006). Sea ice coverage was considered in the global model by applying ice concentrations measured by the Nimbus-7 Scanning Multichannel Microwave Radiometer (SMMR) and the Defense Meteorological Satellite Program’s (DMSP)
Special Sensor Microwave Imager (SSM/I) and Special Sensor Microwave Imager Sounder (SSMIS) (Cavalieri et al., 1996).

Figure 3 Bathymetry and computational domain for cases 1, 2, and 3.

For the net source term ($S$), a linear input source term ($S_{in}$) was included to improve initial wave growth during initialization of the model (Cavalieri and Malanotte-Rizzoli, 1981; Tolman, 1992). The wind input ($S_{in}$) and wave dissipation ($S_{ds}$) terms were estimated using Tolman and Chalikov’s (1996) method, and the nonlinear wave-wave interaction term ($S_{nl}$) was calculated using discrete interaction approximation (Hasselmann et al., 1985). To determine the wave-bottom interaction term ($S_{bot}$), an empirical linear Joint North Sea Wave Project (JONSWAP) parameterization (Hasselmann et al., 1973) was applied. Wave interactions with ocean currents and tides were not considered.

The minimum propagation time step was 330 s for the global model and 300 s for the regional models. The spectral resolution covered 36 regularly spaced directions. Frequencies extended from 0.0345 Hz with 38 frequency steps and a logarithmic frequency increment factor of 1.1. To fully initialize the WW3 model, calculations began approximately 1 month earlier than the rough-sea navigation period for each case.

Wind input is the most dominant factor in wave simulation. For ship weather routing, wind forecasts should be used to derive the predicted wave fields. In this study, our objective was, in part, to accurately replicate true rough sea states and corresponding ship motions. We considered different wind inputs with various spatial and temporal resolutions, originating from the National
Centers for Environmental Prediction Final (NCEP-FNL) Operation Model Global Tropospheric Analyses (NCEP/NWS/NOAA/U.S. Department of Commerce, 2000), the European Center for Medium-range Weather Forecasts Interim Reanalysis (ERA-Interim) (Dee et al., 2011), and the Weather Research and Forecasting (WRF) Model (Michalakes et al., 2004).

The NCEP-FNL analyses offers 1° × 1° grids covering the global region while ERA-Interim offers a spatial resolution of approximately 80 km (0.7°). Both of these wind input sources are updated every 6 hr. In addition, both of these wind input sources have assimilated multiple buoy measurements and remote satellite data. Sasaki (2016) indicated that the assimilation of satellite wind data has pronounced impacts on the wind and wave fields in the Southern Ocean.

To further investigate the impact of increased spatial and temporal weather and wave data resolutions on predicted waves and ship motions, we also considered near-surface winds simulated by the WRF Model (version 3.8) for the regional wave simulations. This next-generation mesoscale numerical weather prediction system has been widely and successfully used to predict severe weather events, such as typhoons (e.g., Storm et al., 2008; Watson and Bauman III, 2008). The WRF Model’s computational domain is larger than the wave model domains shown previously in Figure 3, extending approximately 3° in four directions. The NCEP-FNL Analyses data was used to determine initial and boundary conditions, and its near-surface winds were used for the global domain. The spatial resolution and output time interval were set to be 0.1° and 3 hr, respectively. The WRF Model single moment 3-class scheme (Hong et al., 2004) was applied to determine atmospheric microphysical processes. Longwave and shortwave radiations were estimated using the rapid radiative transfer model (Mlawer et al., 1997) and Dudhia scheme (Dudhia, 1989), respectively. To determine the planetary boundary layer and cumulus parameterization, the Kain-Fritsch (Kain, 2004) and Yonsei University (Hong et al., 2006) schemes were adopted, respectively.

It is necessary to compare these winds with measured one at the same altitude. The measured wind
speed is transformed to that at 10 m using Smith’s method (Smith, 1988). The corrected values at
10 m altitude are used from this chapter.

Considering that wave model results are very sensitive to wind inputs, a number of prior
studies have considered the validity of simulated waves based on NCEP-FNL Analyses or ERA-
Interim wind input sources. For example, Tolman et al. (2002) indicated that application of
NOAA’s WW3 model using wind inputs from the NCEP’s operational global data assimilation
system and operational medium-range forecast system provided a good estimation of significant
wave height. Feng et al. (2006) indicated that simulated waves based on wind inputs from the
NCEP/NCAR reanalysis were more consistent with the satellite observation. More recently, Stopa
and Cheung (2014) compared simulated wind and wave fields based on wind inputs from the ERA-
Interim and the NCEP Climate Forecast System Reanalysis (CFSR). They found that the use of the
ERA-Interim wind input data generally resulted in underestimated wind speeds and wave heights.
The use of the NCEP-CFSR wind input resulted in better estimates of extreme events despite its
positive bias. Campos and Guedes Soares (2016) also observed that, despite producing reasonable
estimates during moderate conditions, the use of the ERA-Interim wind input resulted in some
underestimation during extreme events, which may pose a risk to ships if applied in navigation
applications. These studies considered conditions in the Northern Hemisphere or in the low
latitudes of the Southern Hemisphere. Few studies have attempted to simulate and validate waves
and their effect on ship weather routing for oceans in the mid- or high- latitude Southern
Hemisphere.

In this study, we utilized the ship’s onboard observations while operating in the Southern
Hemisphere to evaluate the accuracy of simulated waves using different wind inputs and discussed
their applicability for ship weather routing under severe weather conditions.
### 3.2 Wave validation

We have found that radar measured wave heights and spectrum lack reliability when wave heights exceed 4 m (details are shown in section 4). Moreover, wave observation data during March 2013 were missing due to measurement system failure. Therefore, we validated the simulated waves by comparing the ship motions estimated from the simulated wave hindcasts with those measured onboard. Prior studies have shown that ship motion measurements can be used to estimate sea states even when high-frequency wave components of wind wave spectrum are considered (Nielsen, 2008).

In this study, we focused on the ship’s pitch motion because of its vital role in ship safety and its close relationship to ship speed [as shown previously in Figure 2 (b–c)]. Assuming that the ship motion was proportional to the directional wave spectrum, we have

\[
D_p(\omega, \theta, V) = \frac{|X_p(\omega, \theta, V)|^2}{|1 - 2\omega_0 V \cos \theta | g} D_w(\omega_0, \theta) \tag{6}
\]

where \(D_p(\omega, \theta, V)\) is the directional pitch spectrum (\(\omega\) is the encounter circular frequency, \(\theta\) is the relative wave direction, and \(V\) is the ship speed), \(D_w(\omega_0, \theta)\) is the directional wave spectrum (\(\omega_0\) is the circular frequency of incident waves), and \(X_p(\omega, \theta, V)\) is the response function of pitch motion. Several seakeeping models exist to calculate the response function of pitch motion. In this study, we used the Enhanced Unified Theory (EUT) (Kashiwagi, 1997) and the New Strip Method (NSM) (Salvessen et al., 1970), both of which are considered more practical in terms of computational cost and accuracy. Figure 4 shows the frequency response functions of pitch at 0°, 30°, 60°, and 90° by the EUT and the NSM.

Figure 4 Computed results of frequency response functions of pitch motion (Case 1 and 2, 0-90°)
It is obvious that amplitudes are nearly zero at high frequency region ($\omega > 1.2$ rad/s), and the pitch motion does not respond in short wave periods. The values are larger for 0.2-0.4 in the NSM than those in the EUT.

Based on the assumption that the ship’s motion follows a Rayleigh distribution, the significant amplitude of pitch (pitch motion) ($PA_{i/3}$) and the corresponding average period ($PT_{02}$) can be calculated as follows:

$$PA_{i/3} = 4.00 \sqrt{\int_{0}^{\pi} \int_{0}^{\infty} D_p(\omega, \theta, V) d\omega d\theta}$$  \hspace{1cm} (7)$$

$$PT_{02} = 2\pi \frac{\sqrt{\int_{0}^{\pi} \int_{0}^{\infty} \omega^2 D_p(\omega, \theta, V) d\omega d\theta}}{\sqrt{\int_{0}^{\pi} \int_{0}^{\infty} \omega^2 D_p(\omega, \theta, V) d\omega d\theta}}$$  \hspace{1cm} (8)$$

4. Wave hindcast results and wave validation

As an initial task in this study, wave hindcasts were performed for each of the three rough weather events considered. The results of these hindcasts related to significant wave height, wave period as well as wind speed and sea level pressure distribution are presented separately for each of the three cases.

4.1 Wave hindcasts results

4.1.1 Case 1: south coast of South Africa (June 1-4)

Figure 5 compares the simulated wind directions and speeds at 10 m above the water surface and parallel to the ship’s track based on the NCEP-FNL Analyses, ERA-Interim, and WRF Model wind inputs with the onboard observation. These results indicated that each of the simulation models generally underestimated the wind speed relative to the onboard observation. Consistent with onboard observation, the WRF Model estimated a maximum wind speed of approximately 23 m/s at 2 days. However, the NCEP-FNL Analyses and ERA-Interim consistently underestimated
the wind speed by approximately 3-9 m/s and 4-8 m/s, respectively, during the rough weather event (June 1–4). NCEP-FNL Analyses and WRF presented about 70° deviation in the wind direction during June 1-4, while about 35° for ERA-Interim.

Figure 5 Comparison of observed and simulated wind directions and speeds for Case 1.

Figure 6 compares the simulated wave directions, significant wave heights and wave periods based on the three different wind inputs with the onboard observation for June 1-4, 2013. Prior to the rough weather event (0-1 day), significant wave heights of < 4 m and wave periods of approximately 6 s were consistently estimated by each of the models and measured onboard. During the rough weather event (2-3 days), the measured wave height remained at <4 m, despite observed wind speeds of > 20 m/s. This unreasonably low measured wave height may be attributable to poor performance of the radar analyzer during severe weather; when the pitch motion is too high, the microwave radiation cannot accurately detect the sea surface ahead. During this same time, each of the simulation models estimated more reasonable wave heights of 5-7 m. Specifically, a peak wave height of nearly 8 m was estimated at 2.3 days using the WRF Model wind input, while a peak wave height of approximately 5.5 m was estimated nearly 8 hours later using the ERA-Interim wind input. Coinciding with the ERA-Interim peak wave time, a peak of nearly 7 m was estimated using the NCEP-FNL Analyses wind input.

Figure 6 Comparison of observed and simulated wave directions, significant wave heights and wave periods for Case 1.

Regarding the wave period, each of the simulation models consistently estimated longer wave periods relative to observation. Maximum simulated wave periods during the rough weather event
(2-3 days) were approximately 10 s, 9 s, and 10 s based on the NCEP-FNL Analyses, ERA-Interim, and WRF Model wind inputs, respectively. Comparatively, the measured wave period remained constant throughout the observation period at approximately 6 s; this measurement may not be reliable because of the poor radar performance during severe weather.

All the simulated wave direction showed the similar results and comparable with the observation during the rough sea navigation (1-2 days). The differences decreased from about 70° at 06:00 June 2 to about 10° at 22:00 June 3.

Measured at three distinct times during the rough weather event (00:00 June 2, 00:00 June 3, and 00:00 June 4), Figure 7 shows the sea level pressure distribution using data from the NCEP-FNL Analyses and the simulated wave heights and wave directions and wind vectors based on the three different wind inputs. In this case, as the ship navigated westward and approached South Africa’s east coast, low pressure developed to the south of South Africa and propagated eastward [Figure 7(a)]. Concurrently, high waves exceeding 10 m propagated eastward along South Africa’s south coast. In this situation, the ship is said to be navigating in a head sea condition, and violent pitch motion is expected.

Comparing the waves generated by the three different wind inputs, strong waves up to 10 m to the west of South Africa were estimated based on the NCEP-FNL Analyses wind input. The estimated height of these waves decreased over time as they propagated toward the coast of South Africa [Figure 7(b1)]. Conversely, the simulated waves based on WRF Model wind input generally
gained strength as they are approached the coast [Figure 7(b2)]. The simulated waves based on the
ERA-Interim were generally smaller relative to the other two simulation results [Figure 7(b3)].

4.1.2 Case 2: western South Atlantic Ocean (June 15)

Figure 8 compares the simulated wind directions and speeds based on the NCEP-FNL Analyses,
ERA-Interim, and WRF Model wind inputs with the onboard observation. The simulation models
reasonably replicated the temporal variation of the observed wind speed but underestimated the true
wind speed by 4-10 m/s. The peak wind speed estimated using the WRF Model wind input occurred
at approximately at the same time as the observed peak wind speed, while the peak wind speeds
estimated using the NCEP-FNL Analyses and ERA-Interim wind inputs occurred approximately 9
hours later. This difference in results suggested that the higher spatial and temporal resolutions
offered by the WRF Model more accurately estimated small-scale spatial variation in wind speed.
The simulated wind directions showed the similar results and their deviation from the observation
decreased from about 45° to 0° during the rough sea navigation (1-2 days).

Figure 8 Comparison of observed and simulated wind directions and speeds for Case 2.

Figure 9 compares the simulated significant wave heights, wave period and wave directions
based on the three different wind inputs with the onboard observation. The observed wave height
and period was <4 m and approximately 6 s, respectively. Each of the simulation models reasonably
replicated the temporal variation of the wave heights, although estimated significant wave heights
following the rough weather event (1-2 days) were higher than those measured onboard.
Comparatively, the estimated wave periods were considerably overestimated relative to the wave
periods measured onboard. The simulate wave directions were comparable with the observation
during the first one and half days, but failed to reproduce the sudden change in wave direction at
11:00 and 20:00 on June 15 as indicated by the observation.

Figure 9 Comparison of observed and simulated wave directions, significant wave heights and wave
periods for Case 2.

Again measured at three distinct times during the rough weather event (00:00 June 15, 12:00 June 15, and 00:00 June 16), Figure 10 shows the sea level pressure distribution using data from the
NCEP-FNL Analyses and the simulated wave heights and directions and wind vectors based on the
three different wind inputs. Weather conditions in this case were similar to the weather conditions
in Case 1 [Figure 10(a)]. As low pressure developed between South America and Antarctica and
propagated northeastward, the ocean waves in western South Atlantic Ocean propagated
northeastward. The ship, navigating westward, encountered strong waves from forward left.

Figure 10 Snapshot sea level pressure distributions and comparative simulated wave fields for Case 2 (shaded areas denote significant wave height, red arrows denote wave direction, black arrows denote wind vector, and black dot denote the ship position).

Comparing the waves generated by the three different wind inputs, the largest and smallest
waves were estimated based on the NCEP-FNL Analyses [Figure 10(b1)] and ERA-Interim [Figure 10(b2)] wind inputs, respectively. Simulated waves using the WRF Model wind input were
intermediate [Figure 10(b3)] relative to the other two simulation results.

4.1.3 Case 3: Tasman Sea (March 14-17)
As noted previously, select data, including wave observation data in March 2013, were missing because of measurement system failure limiting wave-related comparisons between simulated and observed results. Nonetheless, Case 3 demonstrates some unique phenomena worthy of consideration. For example, despite relatively moderate winds, the ship experienced violent motions. Figure 11 shows the ship’s track in mid-March, 2013. The ship departs from a Southern Australian port, and is heading for Northern New Zealand though Tasman Sea. During the voyage, the ship has altered its course irregularly and the track seems a very complicated zigzag path. Simultaneously pitch and roll motions have increased with the speed loss, and the ship’s captain confirmed that they were in a dangerous situation. To determine the cause of the violent ship motion, we considered the simulated sea states.

Figure 11 Ship track in mid-March 2013 from Australia to New Zealand through Tasman Sea.

Figure 12 compares the simulated wind speeds based on the NCEP-FNL Analyses, ERA-Interim, and WRF Model wind inputs with the onboard observation. The measured wind speed was relatively low (<10 m/s). Comparatively, the estimated wind speeds were consistently higher for each of the simulation models. Peak wind speeds of approximately 11 m/s occurring at approximately noon on March 15 were estimated using the NCEP-FNL Analyses and ERA-Interim wind inputs. Both models showed minimal variation during the observation period. Conversely, a peak wind speed of >13 m/s occurring at 18:00 on March 15 was estimated using the WRF Model wind input. The WRF Model simulation results also exhibited much more variation over time. All the simulated wind directions presented much more smooth results and could not reproduce the
abrupt variation in wind direction during rough sea navigation (1-2 days) as observation indicated. This could be attributed to the rough time resolution in each model.

Figure 12 Comparison of observed and simulated wind speeds and directions for Case 3.

Figure 13 compares the simulated wave directions, significant wave heights and wave periods based on the three different wind inputs; no onboard observation data was available. Each of the simulation models exhibited an abrupt increase in wave height beginning at 00:00 on March 15. Similar singular estimated wave height peaks (>4 m/s occurring at 9:00 on March 15) were estimated based on the NCEP-FNL Analyses and ERA-Interim wind inputs. Comparatively, dual estimated wave height peaks were estimated based on the WRF Model wind input; the wave height increased twice successively to reach a peak value of approximately 5.5 m at 01:00 on March 16.

Figure 13 Comparison of simulated wave directions, significant wave heights and wave periods for Case 3.

Simulated wave period results were more consistent among the three simulation models. Estimated wave periods increased from 6 to >10 s during the first day. Wave period estimates based on the WRF Model wind input exhibited a similar but less pronounced dual-peaking tendency with a small subsequent peak reaching nearly 10 s at the end of day on March 15.

All the simulated wave directions were consistent and presented 4-times sudden change in wave direction on March 15. WRF Model showed as large as about 30° deviation from the other two results on March 14 and about 90° deviation on March 16.
Measured at three distinct times during the rough weather event (12:00 March 15, 00:00 March 16, and 12:00 March 16), Figure 14 shows the sea level pressure distribution using data from the NCEP-FNL Analyses and the simulated wave heights and directions and wind vectors based on the three different wind inputs. In this case, two areas of low pressure were located north and southwest of the Tasman Sea. Wave heights were relatively high in these two areas, and the waves propagated southward and northeastward.

Figure 14 Snapshot sea level pressure distributions and comparative simulated wave fields for Case 3 (shaded areas denote significant wave height, red arrows denote wave direction, black arrows denote wind vector, and black dot denote the ship position).

The ship, navigating northeastward from the south coast of Australia to northern New Zealand, first encountered the northern area of low pressure, which moved southward and generated relatively large waves of approximately 6m [Figure 13(b1–b3) at 12:00 on March 15]. Approximately 12 hours later, a strong swell propagating from the southwest to the northeast with a maximum wave height of >7 m entered the Tasman Sea and interacted with existing southward waves [Figure 13 (b1–b3) at 00:00 on March 16]. During this time, the ship was in between the two waves and was pushed northward under their interaction. After another 12 hours, the northeastward swell emerged as the dominant wave and the ship navigated farther northeastward [Figure 13(b1–b3) at 12:00 on March 16].

Despite the lack of wave observation data for comparison, the simulated wave hindcasts indicated that the ship encountered two opposite-direction waves during the rough weather event. This encounter may explain the observed decreases in ship speed and increases in pitch and roll motions shown previously in Figure 2. Comparing the simulated wave fields generated by the three
different wind inputs, the estimated wave heights for waves propagating from north to south were
higher based on the WRF Model wind input relative to the other two simulation model results.

4.2 Wave validation

The observed wave heights measured by radar in Case 1 and 2 were suspect, indicating
unreasonably low values during rough-sea navigation. As such, these measurements were not
deemed appropriate for validation of simulated waves. Moreover, observed wave heights were not
available in Case 3 because of measurement system failure. Instead, wave validation was performed
by comparing the pitch motion of the ship as estimated from the simulated wave hindcasts with the
pitch motion measured onboard.

4.2.1 Case 1: south coast of South Africa (June 1–4)

Figure 15 compares the calculated pitch motion using EUT and NSM methods and based on
radar measurements and wave hindcasts using the NCEP-FNL Analyses, ERA-Interim, and WRF
Model wind inputs with onboard observations for Case 1. Because the radar failed to measure
waves >4 m, the corresponding calculated pitch motion was also unreasonable small (<3°) when
compared with the observed pitch motion. The calculated pitch motions based on the simulated
wave hindcasts were more reasonable. However, the calculated pitch motions based on the NCEP-
FNL Analyses and WRF Model wind inputs during June 3–4 (1.5–2.5 days) generally
overestimated the true pitch by 2° and 1°, respectively. Although the calculated pitch motion based
on the ERA-Interim wind input was most consistent with the observed pitch motion, this model
underestimated pitch motion by approximately 1° during the increasing phase of the rough weather
event (from the end of June 2 to the beginning of June 3), which could pose a danger to ships if
applied for weather routing. Comparing EUT and NSM methods, the calculated pitch motion was comparable but relatively higher using the former method.

Figure 15 Comparison of observed and calculated pitch motions based on radar measurements and simulated wave hindcasts using EUT (top) and NSM (bottom) methods for Case 1.

Figure 16 compares the RMS of significant pitch amplitude using EUT and NSM methods, respectively for Case 1. Results indicated that the ERA-Interim wind input gives the smallest error, while NCEP-FNL Analyses and WRF Model wind inputs result in relative larger error. When applying radar measurement, the error was largest since it failed to measure big waves.

Figure 16 Comparison of RMS of significant pitch amplitude using EUT and NSM methods for Case 1.

To further investigate the ship’s pitch motion, Figure 17 compares the calculated pitch frequency spectrums using EUT and NSM methods and based on radar measurements and wave hindcasts using the three different wind inputs with onboard observations at 6:00 on June 3. Although the calculated pitch frequency spectrums based on the simulated wave hindcasts were more concentrated in the lower frequency bands, the observed spectral peak was well replicated at approximately 0.7 rad/s. The calculated pitch frequency spectrums using the EUT and NSM methods were similar, although the calculated spectral peak was higher using EUT method.
4.2.2 Case 2: western South Atlantic Ocean (June 15)

Figure 18 compares the calculated pitch motion using EUT and NSM methods and based on radar measurements and wave hindcasts using the three different wind input sources with onboard observations for Case 2. Similar to Case 1, the radar measurements underestimated the pitch motion, particularly when the NSM method was applied. The calculated pitch motions based on the NCEP-FNL Analyses wind input during June 15 generally overestimated the true pitch by 1-2°, respectively. The calculated pitch motion based on the WRF model wind input was most consistent with the observed pitch motion. The rapid change of pitch motion can be simulated in each method by using the 10-minute averaged value on ship’s heading. Generally, the calculated pitch motions using EUT method is relatively higher than that using NSM method. Comparatively, use of the NSM method better captured the pitch motion during the rough weather event’s increasing phase irrespective of wind inputs.

Figure 19 compares the RMS of significant pitch amplitude using EUT and NSM methods, respectively for Case 2. Results based on the ERA-Interim and WRF model wind inputs give relatively small error, while NCEP-FNL wind inputs result in larger error. Similar to Case 1, when applying radar measurement, the error was largest since it failed to measure big waves.
Figure 19 Comparison of RMS of significant pitch amplitude using EUT and NSM methods for Case 2.

Figure 20 compares the calculated pitch frequency spectrums using EUT and NSM methods and based on radar measurements and wave hindcasts using the three different wind inputs with onboard observations at 12:00 on June 15. The calculated pitch frequency spectrums based on the simulated wave hindcasts were more consistent with observed pitch frequency spectrum at frequencies <0.5 rad/s than the calculated pitch frequency spectrum based on the radar measurement, which was much lower. EUT and NSM methods resulted in similar spectrum shapes. Similar to Case 1, the pitch frequency spectral peak calculated using EUT method was relative higher than the peak calculated using the NSM method, resulting in the relative higher pitch motion as shown previously in Figure 18.

Figure 20 Comparison of observed and calculated pitch frequency spectrums based on radar measurements and simulated wave hindcasts using EUT (left) and NSM (right) methods for Case 2 at 12:00 on June 15 2013.

4.2.3 Case 3: Tasman Sea (March 15–16)

Figure 21 compares the calculated pitch motion using EUT and NSM methods and based on wave hindcasts using the three different wind inputs with onboard observations for Case 3. The observation indicated that the pitch motion increased twice during March 15, and the calculated pitch motions reasonably replicated the two increasing of true pitch motion. However, all the calculated pitch motion during the beginning of March 15 underestimated the true pitch from 0.5° to 1°. During the end of March 15 (the second increasing of pitch motion), the calculated pitch
motions based on the NCEP-FNL Analyses was comparable with the observation. However, the calculated pitch motion based on the ERA-Interim was underestimated by approximately 1°. Conversely, the calculated pitch motion based on WRF model wind input was overestimated by approximately 2°. It is the reason why the simulated wave height is higher for 2 m in the WRF wind input than that in other methods, as shown in Figure 13. It implicates that the wind distribution computed on WRF model overestimates true winds than those on the linear interpolated wind inputs for this case. Similar to Case 1 and 2, the calculated pitch motion using EUT method was relatively higher than that using NSM method.

Figure 21 Comparison of observed and calculated pitch motions based on simulated wave hindcasts using EUT (top) and NSM (bottom) methods for Case 3.

Figure 22 compares the RMS of significant pitch amplitude using EUT and NSM methods, respectively for Case 3. Results based on the NCEP-FNL and ERA-Interim wind input give relatively small error, while WRF model wind inputs result in larger error since it overestimated pitch amplitude during the second increasing phase of pitch motion.

Figure 22 Comparison of RMS of significant pitch amplitude using EUT and NSM methods for Case 3.

To further investigate these differences, Figure 23 compares the calculated pitch frequency spectrums using EUT and NSM methods and based on wave hindcasts using the three different wind inputs with onboard observations at 3:00 on March 15. Similar to Case 1 and 2, the calculated pitch frequency spectrums based on the simulated wave hindcasts were more concentrated in the lower frequency bands. Use of the both EUT and NSM method resulted in overestimation of the
true pitch frequency spectrums between frequencies of 0.45-0.65 rad/s, and underestimation of the true pitch frequency spectrums at frequencies > 0.65 rad/s. Using either method, the calculated pitch frequency spectrum was generally relatively low based on the WRF Model wind input, consistent with its lower pitch motion peak shown previously in Fig. 20. Similar to Case 1 and 2, the pitch frequency spectrum calculated using EUT method was relative higher than the peak calculated using the NSM method.

Figure 23 Comparison of observed and calculated pitch frequency spectrums based on simulated wave hindcasts using EUT (left) and NSM (right) methods for Case 3 at 3:00 on March 15 2013.

5. Conclusions

In this study, we simulated wave hindcasts using NCEP-FNL Analyses, ERA-Interim, and WRF Model wind inputs with various spatial and temporal resolutions for three cases of rough-sea navigation in the Southern Hemisphere. The simulated waves were validated using onboard ship motion measurements. Comparisons of the observed and calculated pitch motions indicated that the simulated wave hindcasts reasonably replicated rough waves, suggesting potential application to ship weather routing under severe weather conditions.

Wind speed comparisons indicated that, for relatively high wind speeds, each of the simulation models based on the three different wind input sources tended to underestimate the true wind speeds by up to approximately 10 m/s. Wind speed estimates based on the ERA-Interim wind input were consistently lower than the estimates based on the NCEP-FNL Analyses wind input. The increased spatial and temporal resolutions offered by the WRF Model wind input tended to improve the accuracy of wind speed estimates and provided greater detail regarding wind speed variation.
Corresponding to the wind speed, the simulated waves using the NCEP-FNL Analyses wind input were generally higher than the waves estimated using the ERA-Interim wind input, and consequently generated more violent ship motion. This result is consistent with other study findings (e.g. Campos and Guedes Soares, 2016). Results also indicated that the simulated waves using the higher-resolution WRF Model wind input both overestimated and underestimated the wave height and ship motion, depending on the case. Increased spatial resolution of WW3 model can improve estimation accuracy.

The calculation of pitch motions in rough weather events is sensitivity to relative wave direction. Supplemental investigations confirmed that average of ship direction measurement every 1 hour is not appropriate for the calculation of pitch motions using wave hindcasts when ship course changes frequently under the rough sea condition. Average of ship direction by shorter time interval such as 10 min is better in such cases.

In conclusion, by using onboard ship motion measurements, we have effectively validated efforts to simulate rough waves in the Southern Hemisphere. The results suggest that near-surface winds from the ERA-Interim generally underestimated rough waves, while those from the NCEP-FNL Analyses had a contrary tendency. In addition, although the wind inputs from the ERA-Interim produced simulated wave hindcasts more consistent with measured results, these same inputs generally underestimated the increasing-phase pitch motion under severe weather conditions, which poses a danger for ships. Thus, the use of wind inputs from the NCEP-FNL Analyses or higher-resolution WRF Model is recommended for application to ship weather routing systems under severe weather conditions in the Southern Hemisphere.
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Figure 18 Comparison of observed and calculated pitch motions based on radar measurements and simulated wave hindcasts using EUT (top) and NSM (bottom) methods for Case 2.
Figure 19 Comparison of RMS of significant pitch amplitude using EUT and NSM methods for Case 2.
Figure 20 Comparison of observed and calculated pitch frequency spectrums based on radar measurements and simulated wave hindcasts using EUT (left) and NSM (right) methods for Case 2 at 12:00 on June 15 2013.
Figure 21 Comparison of observed and calculated pitch motions based on simulated wave hindcasts using EUT (top) and NSM (bottom) methods for Case 3.
Figure 22 Comparison of RMS of significant pitch amplitude using EUT and NSM methods for Case 3.
Figure 23 Comparison of observed and calculated pitch frequency spectrums based on simulated wave hindcasts using EUT (left) and NSM (right) methods for Case 3 at 3:00 on March 15 2013.
Table 1 Rough-sea navigation periods and corresponding ship conditions for Cases 1, 2, and 3 in 2013

<table>
<thead>
<tr>
<th>Case</th>
<th>Period</th>
<th>Ship position</th>
<th>Minimum ship speed (knot)</th>
<th>Maximum pitch (°)</th>
<th>Maximum roll (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Jun 2–4</td>
<td>South coast of South Africa</td>
<td>3.1</td>
<td>5.2</td>
<td>13.8</td>
</tr>
<tr>
<td>2</td>
<td>Jun 15</td>
<td>Western South Atlantic Ocean</td>
<td>7.8</td>
<td>5.0</td>
<td>13.7</td>
</tr>
<tr>
<td>3</td>
<td>Mar 15–16</td>
<td>Tasman Sea</td>
<td>9.2</td>
<td>4.7</td>
<td>13.7</td>
</tr>
</tbody>
</table>