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Abstract—This study designs a low-power photoplethysmography (PPG) sensor based on the error compensation method for heartbeat interval acquisition. To perform heartbeat monitoring in daily life, it is necessary to obtain long-term and accurate heartbeat interval data with low power consumption, because of the limited size and battery capacity of the PPG sensor. Effective reduction in the power consumption of the sensor requires the duty-cycled LEDs and lowering pulse repetition frequency (PRF), i.e., decreasing the sampling rate. However, these methods reduce the accuracy of the heartbeat interval measurement because of signal-to-noise ratio (SNR) degradation and sampling errors. We propose an algorithm for heartbeat interval error compensation and incorporate a low-noise readout circuit to improve SNR. The readout circuit uses current integration to achieve low duty-cycle LED driving. A correlated double sampling (CDS) is introduced to minimize the random noise arising from the switching operation of the integration circuit. An error compensation method based on the PPG waveform similarity is also introduced using the autocorrelation and linear interpolation. The measurement results obtained from nine subjects show that a total current consumption of 28.2 μA is achieved with a 20-Hz PRF and 0.3% LED duty cycle. The proposed design effectively reduces the mean absolute error (MAE) of the heartbeat interval to an average of 6.2 ms.

Index Terms—Current integration circuit, heartbeat interval, LED power reduction, low-power sensor, photoplethysmogram (PPG), sampling error compensation

I. INTRODUCTION

Progressive diseases, such as stroke, angina pectoris, and myocardial infarction, are often associated with lifestyle [1]. Thus, daily monitoring of physical and mental health is expected to raise health awareness, and lead to improved lifestyle habits [2]. Recently, many wearable sensors have been developed to achieve daily lifestyle monitoring [3].

Fluctuations in heartbeat intervals are closely related to people's daily health status. It has been reported that heart rate variability analysis (HRVA) can recognize fatigue and stress conditions; it also can be utilized to detect drowsiness and diseases arising from fatigue and stress conditions [4, 5]. To measure the heartbeat interval, the R-wave interval (RRI) obtained from an electrocardiograph (ECG) is mainly used [6, 7]. Prior studies report that the pulse to pulse interval (PII) obtained using photoplethysmography (PPG) can also be used for HRVA [8–11].

The PPG sensor can efficiently measure heartbeat without electrodes. It radiates light to the body surface using LED and measures the amount of reflected light using a photo diode. As the incident light is absorbed by the skin tissue and the hemoglobin in the blood vessels, the change in the blood volume due to the beats of the heart can be measured from the change in intensity of reflected light [12, 13]. Green light is popularly used because it balances the absorbance and penetration of light [14]. Therefore, it can be easily implemented in wearable devices such as smartphones, smart bands, and smart rings [15, 16]. However, the size of the wearable sensors and their battery capacity are strictly limited; thus, it is necessary to reduce power consumption to prolong the battery life.

Because the LED and readout circuit are responsible for the most power consumption in the wearable device, an effective way to reduce the power consumption of the PPG sensor is to reduce both the duty cycle of the LED and the pulse repetition frequency (PRF). However, these methods reduce the accuracy of the heartbeat interval measurement, because of the signal-to-noise ratio (SNR) degradation and sampling error.

To overcome the challenge arising from the ultra-low LED duty cycle, we proposed a PPG measurement system, which combined a circuit for low power operation and an algorithm for accurately extracting the heartbeat interval to improve the SNR. PPG sensors generally use a transimpedance amplifier (TIA) or a readout circuit in which an integration circuit is connected to the subsequent stage of the TIA. Previously
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published work [17], analyzed shot noise, thermal noise, flicker noise, and quantization noise generated in the PPG readout chain, and reported that the current integration circuit (see Fig. 1 (b)) has better noise characteristics in comparison with TIA (see Fig. 1 (a)). Therefore, we propose a PPG measurement method that can operate at an extremely low active rate by combining correlated double sampling (CDS) and autocorrelation techniques along with the use of a current integration circuit as the first stage. In addition, we included a sampling error compensation method using autocorrelation and linear interpolation to reduce the heartbeat interval error caused by the sampling error [18]. The system level performance was evaluated on nine subjects.

A preliminary version of this study has been reported in the literature [19]. This paper presents additional details on the proposed methods, an improved version of the prototype, and the performance evaluation results using measurement data of nine subjects. Section II describes the overview of the conventional PPG sensor for the wearable heartbeat monitoring device. The properties of the proposed low-noise PPG sensor design are detailed in Section III. The performance evaluation results using the prototype sensor are described in Section IV, and the results are discussed in Section V. Finally, the conclusions are presented in Section VI.

II. RELEVANT WORKS

A. Noise Reduction Methods

Noise reduction is a key component of wearable sensors. Prior studies reduced noises, such as the fluctuation of the direct current (DC) component due to the change in the contact pressure of the PPG sensor and ambient light [20-24], the motion artifact (MA) [25], and noise arising owing to sensor components [26].

A technique that combines CDS and an integration circuit connected after the TIA, has been proposed to eliminate the noise arising from ambient light [23]. A method for reducing noise caused by a circuit by using a current integration circuit and a time digital converter (TDC) instead of a TIA as a current to voltage converter has also been proposed [26]. By using TDC to construct a mechanism similar to that of CDS, the jitter caused by the current integration circuit was eliminated.

In addition, for the acquisition of the heartbeat interval, lowering the sampling rate also causes a large sampling error. However, many previous studies have aimed to measure PPG waveforms with low power consumption, and rarely mention errors caused by the sampling rate.

B. Power Reduction Methods for Heartbeat Interval Acquisition

As mentioned in Section I, it is very important to reduce the power consumption of the PPG sensor. This can be achieved by reducing the duty cycle of the LED, which consume the most power in the PPG sensor.

Fig. 2 shows three conventional LED power reduction methods. In previous studies, power consumption was generally reduced by lowering the duty cycle of the LED and PRF, and performing pulse width modulation (PWM), resulting in an LED duty cycle of about several percent. Although this considerably reduces power consumption, LED driving still consumes tens to hundreds of µW [27, 28].

In literature [29], the next peak of the PPG is estimated from the previous heartbeat interval. The LED is turned on only in the vicinity of the estimated peak and is turned off again when the peak is detected. Therefore, it is possible to reduce the power consumption without significantly reducing the sampling rate. However, the peak detection and estimation may fail, because of the noise contamination or the irregular peak interval caused by arrhythmia such as extrasystole.

Compressed sampling (CS) is used to reduce the sampling and duty cycle of the LED [20, 30]. This method can reduce the sampling rate below the Nyquist frequency by assuming a sparsity of the PPG signal in the frequency domain. The PPG signal can be transformed and reconstructed using the matrix operation [30]. The power dissipation in the reconstruction process is negligible, because it may be performed in a gateway (e.g. smartphone) or on a server. However, the heartbeat interval error becomes large by using this method, because the waveform cannot be completely reconstructed. The other method in [20] focused on the frequency component of the PPG signal and proposed a method for obtaining the heart rate directly from the compressed sampled data by extracting the
peak frequency without reconstructing the waveform. Although sampling at 4 Hz on average is possible at the minimum, only average heart rates can be obtained. It is difficult to use the average heart rate for HRV analysis.

III. PROPOSED DESIGN FOR LOW-NOISE PPG ACQUISITION

As explained above, the various approaches that have been proposed to reduce the power consumption of the PPG sensor focus mainly on reducing the duty cycle of the LED.

Here, \( T_{\text{sample}} \) and \( T_{\text{LED}} \), respectively, denote the sampling interval and time duration of activating the LED for each sampling. Then, the duty cycle of the LED is expressed as \( T_{\text{LED}} / T_{\text{sample}} \). Because the average energy consumption of the LED is linearly proportional to the duty cycle, the easiest way to reduce power consumption is to shorten \( T_{\text{LED}} \) and expand the \( T_{\text{sample}} \). However, the signal-to-noise ratio (SNR) of the obtained PPG deteriorates when the duty cycle of the LED is reduced; this degrades the accuracy of the heartbeat interval obtained using the PPG.

The objective of this research is to extracting accurate heartbeat interval with a low power PPG measurement method by low LED duty cycle. The following subsections A and B present \( T_{\text{LED}} \) reduction methods and the subsection C presents a heartbeat interval error compensation method for low PRFs.

A. Current to Voltage Converter Design

First, a current integration circuit (see Fig. 1 (b)) is incorporated into the readout circuit in place of the TIA as a current to voltage converter. As described in Section I, the TIA is generally utilized in the PPG sensor. In some previous studies, the current integration circuit is connected to the next stage of the TIA to remove the instantaneous high-frequency noise, such as thermal noise [20, 23, 29, 31, 32].

Fig. 3 depicts the simulation circuit configurations and the simulation results of the output waveforms using LTspice simulator. An operational amplifier (OPA349, Texas Instruments, Dallas, TX, USA) spice model was used in the simulation, because this operational amplifier was used in our prototype, as mentioned in Section IV. As it was assumed that the LED was duty-cycled, the current from the photodiode equivalent circuit was pulsed and used as an input signal. The current value when the pulse was turned on and off was changed by several parameters. \( T_{\text{LED}} \) and \( T_{\text{SW}} \) were set to 150 \( \mu \)s, and \( C_{f} \) of the current integration circuit was set to 100 pF. The rise and fall time of the current pulse were set to 10 \( \mu \)s. For comparison purposes, the gain of the current integration circuit and TIA gain were designed to be equal, and \( C_{f} \) of the TIA was calculated from [33].

As shown in Fig. 3 (a), TIA fluctuates for a long period due to the effect of noise in the first stage, although an optimum capacitor is selected. Therefore, it also affects integration circuits in the second stage. To sample low noise signals, it is more ideal to enable a slightly longer \( T_{\text{LED}} \). This can cause an increase in LED power consumption. In contrast, Fig. 3 (b) show that the fluctuation duration of the first stage integration and its influence on the second stage amplifier are limited.

The switching noise cancellation method is discussed in Section III B. Furthermore, similar to the TIA based PPG sensor, if the ambient light is constant, its effect is superimposed on the measured value as a DC component. The ambient light also appears as noise when its levels change. The content of this paper does not deal with ambient light cancellation, but the proposed sensor can be combined with the previously proposed ambient light cancellation method for conventional PPG sensors [20].

Based on these results, the current integration circuit, which can lower the LED duty cycle, is employed in this work.

B. Switching Noise Reduction using Correlated Double Sampling

Fig. 4 (a) shows the current integration circuit output. The envelope waveform indicates the PPG signal. Fig. 4 (b) shows the waveform obtained by expanding the measurement sample of Fig. 4 (a). The output voltage is contaminated by the switching noise when the reset switch is turned from on to off. In particular, the noise is integrated when the switch is turned off, and the peak value includes the noise component. This noise component is not constant, and has sufficiently wide fluctuation compared with the PPG signal when the duty cycle of the LED is low. On the other hand, the influence of the switching noise is limited at other periods of LED driving.

To reduce the switching noise, we introduce a correlated double sampling (CDS) technique (see, Fig. 5). The CDS technique was originally proposed for charge-coupled devices to eliminate the thermal noise [34]. In this method, the noise component affecting the output as an offset is initially sampled; a second sampling is conducted after charge accumulation. The difference between these two sampling results is used as a signal [35]. In literature [34], this operation is performed using the sample and hold circuit. The switching noise in the proposed
PPG sensor (see Fig. 4 (b)) can be suppressed in the same manner. The proposed circuit samples the integration circuit output twice at short intervals ($\Delta t_1$ and $\Delta t_2$) by an analog to digital (A/D) converter, and the difference between these voltages is used as shown in Fig. 5. In other words, it uses the slope of the integral waveform (see Fig. 5 (a)), instead of its peak voltage, to obtain the PPG signal.

C. Sampling Error Compensation using Autocorrelation

Although the switching noise can be suppressed by the CDS, the sampling error still remains in the CDS output. Sampling error compensation is necessary because large sampling error is caused by increasing the sampling interval $T_{\text{sample}}$ for power reduction.

Generally, when extracting the heartbeat interval from the PPG, the peak of the waveform is detected as shown in Fig. 2, and its interval is calculated. The sampling error that correlates with $T_{\text{sample}}$ is superimposed on this peak interval. To mitigate this problem, it is effective to adopt autocorrelation using not only the peaks but also the entire heartbeat waveforms in the PPG. In our prior study [18], a sampling error compensation algorithm for ECG using interpolation and autocorrelation has been proposed. In this study, we apply this algorithm to the PPG.

Fig. 6 depicts the sampling error compensation algorithm. First, the PPG waveform with low sampling rates is upconverted using linear interpolation. Next, the correlation between the two windows which is generated based on $p_h$ and $p_{h+1}$ within the search range centered on the detected peak is calculated as follows (1):

$$\text{Cor}(s) = \frac{1}{2(win_t)} \sum_{i=-win_t}^{win_t} x(p_n + i)x(p_{n+1} + s + i)$$  

(1)

Here, $x$ is the zero-means-normalized input signal; $p_n$ is the peak corresponding to the $n$th period; $win_t$ and $win_r$ are the window size for autocorrelation; and $s$ is the window shift amount. The correlation coefficient at its maximum is used as the corrected peak. Then, using $p_{h+1}$ as a reference of the next template window, a search window is generated from $p_{h+2}$ and the next heartbeat interval is compensated. In this study, the search range is set to $\pm T_{\text{sample}}$, and the sampling rate of interpolation is set to 1000 Hz; thus, the values of $\text{win}_t$ and $\text{win}_r$ are same as the number of calculating points by autocorrelation. Because the PPG waveforms are similar to some extent, the sampling error can be compensated using this method.

IV. PERFORMANCE EVALUATION

A. Evaluation Method

To evaluate the accuracy and power consumption of our proposed system, we create a prototype of the proposed PPG sensor. Fig. 7 shows the circuit block diagram of the prototype consisting of a PIN photodiode (VEMD5510CF, Vishay Intertechnology, Malvern, PA, USA), a green LED (AM2520ZGC09, Kingbright, New Taipei City, Taiwan), a switch (TS5A3167, Texas Instruments, Dallas, TX, USA), and LED are controlled periodically.

Fig. 4. (a) Example of current integration circuit output including switching noise and (b) enlarged waveform of one sampling period. Reset switch and LED are controlled periodically.

Fig. 5. (a) Applying CDS to the output of the integration circuit. The difference in sampled voltages is used as the CDS output. (b) Time series of the CDS output values compose the PPG signal excluding the switching noise.

Fig. 6. Error compensation technique using autocorrelation: (a) example of CDS outputs with window definitions, (b) sampling error compensation using correlation coefficient.
operational amplifiers (OPA349, Texas Instruments, Dallas, TX, USA) for a current integration circuit, a non-inverted amplification circuit and a bias voltage generation circuit, and a micro controller unit (MCU) with a built-in A/D converter (STM32L432, STMicroelectronics, Geneva, Switzerland). The operating voltage of the circuit of both the analog circuit and MCU is 3.3 V, and is generated from a 3.7-V lithium-ion battery and low-dropout regulator (LDO) (TPS78330, Texas Instruments, Dallas, TX, USA). Fig. 8 illustrates the timing chart of the proposed PPG sensor. The MCU is in a deep sleep mode most of the time, and wakes up with a real-time counter (RTC) at the time of sampling. The MCU uses GPIO to control LEDs and switches, performs A/D conversion, and calculates the difference between the two sampled values, linear interpolation, and autocorrelation. The values sampled before are interpolated and autocorrelation is performed when the MCU is active. The LED is duty cycled at a constant current value (approximately 1 mA). Fig. 9 shows the experimental environment. A 3-ch ECG sensor with Ag/AgCl electrodes is used as a reference for this experiment. A commercially available PPG sensor incorporating conventional TIA [36] is also measured simultaneously using an oscilloscope (MDO4104, Tektronix, Beaverton, OR, USA) and the accuracy of the proposed system is evaluated in comparison with it.

The mean absolute error (MAE) of each heartbeat interval measured using the proposed design and the conventional PPG sensor is evaluated against the reference ECG sensor. The MAE is expressed using the following equation:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |PPI_i - RRI_i|
\]

(2)

Here, \(RRI_i\) is the \(i\)-th heartbeat interval according to the ECG, and \(PPI_i\) is the \(i\)-th heartbeat interval according to the PPG. \(n\) is the number of data.

To determine the appropriate parameters of the proposed circuits and algorithms (e.g. window length), preliminary experiments were conducted with three healthy subjects (2 males: 23 and 34 years old, and 1 female: 23 years old). After the parameters were determined, the MAE and power consumption are evaluated with nine subjects (five males and four females; age: 22 to 38). In each experiment, measurement was conducted on the subjects five times for 100 s under each condition.

### B. Parameters Determination

As described in Section III, the proposed PPG has the following parameters: LED lighting time, \(T_{LED}\) (see Fig. 4), CDS timing, \(\Delta t_1\) and \(\Delta t_2\) (see Fig. 5), and window sizes of the error correction algorithm, \(w_{in_1}\) and \(w_{in_2}\) (see Fig. 6 and (1)). These parameters are determined in this subsection according to the preliminary experiments with the three subjects.

Table I shows the candidate values of each parameters evaluated in the experiment. The three candidate values of \(T_{LED}\), \(\Delta t_1\), and \(\Delta t_2\) are changed independently. The range of the window size (\(w_{in_1}\) and \(w_{in_2}\)) is set to include the rising edge of the heartbeat waveform.
TABLE II
SELECTED CDS PARAMETERS TO MINIMIZING MAE IN EACH $T_{\text{LED}}$ WITH 250-HZ SAMPLING RATE

<table>
<thead>
<tr>
<th>$T_{\text{LED}}$</th>
<th>$\Delta t_1$</th>
<th>$\Delta t_2$</th>
<th>MAE w/ CDS</th>
<th>MAE w/o CDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>200 $\mu$s</td>
<td>160 $\mu$s</td>
<td>2 $\mu$s</td>
<td>7.10 ms</td>
<td>5.78 ms</td>
</tr>
<tr>
<td>150 $\mu$s</td>
<td>135 $\mu$s</td>
<td>2 $\mu$s</td>
<td>7.82 ms</td>
<td>8.04 ms</td>
</tr>
<tr>
<td>100 $\mu$s</td>
<td>90 $\mu$s</td>
<td>2 $\mu$s</td>
<td>12.12 ms</td>
<td>14.22 ms</td>
</tr>
<tr>
<td>50 $\mu$s</td>
<td>30 $\mu$s</td>
<td>2 $\mu$s</td>
<td>38.86 ms</td>
<td>38.47 ms</td>
</tr>
</tbody>
</table>

Fig. 10. Raw PPG waveform with each CDS parameters. Then, $T_{\text{LED}}$ and sampling rate are respectively set to 150 $\mu$s and 250 Hz.

<table>
<thead>
<tr>
<th>CDS output [V]</th>
<th>Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0</td>
</tr>
<tr>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>0.8</td>
<td>4</td>
</tr>
<tr>
<td>0.7</td>
<td>6</td>
</tr>
<tr>
<td>0.6</td>
<td>8</td>
</tr>
</tbody>
</table>

Fig. 11. Relationship between MAE and window parameters at 150-$\mu$s $T_{\text{LED}}$

1) Determining CDS parameters

In determining the CDS parameters, the heartbeat intervals are extracted from data measured at a sampling rate of 250 Hz, the maximum sampling rate used in this study. Then, error compensation is not performed.

Fig. 10 shows the raw PPG waveforms with some CDS parameters. As shown in Fig. 10, longer CDS intervals improves the PPG signal gain and its SNR.

Table II shows the selected CDS parameters that can minimize the MAE. Regardless of the $T_{\text{LED}}$, the result shows that wider CDS intervals are preferable. Several peak miss detections degrade the time error with 50-$\mu$s $T_{\text{LED}}$ due to the waveform deterioration caused by SNR degradation. Thus, 50-$\mu$s $T_{\text{LED}}$ was not used in the subsequent evaluation.

2) Determining Window Parameters

Next, we determine the optimal value of the window parameters for the sampling error compensation algorithm. The

The CDS parameters shown in Table II are used in the evaluation. The sampling rate is set to 20 Hz to evaluate the error compensation performance at low sampling rates. Fig. 11 shows the MAE for each window width when the $T_{\text{LED}}$ is set to 150 $\mu$s. This result shows that the error decreases as $\text{win}_t$ increases, and $\text{win}_r$ has the smallest error in the region near zero.

The optimal window width for each $T_{\text{LED}}$ is shown in Table III. The result shows that the minimum error can be achieved with approximately 300-ms $\text{win}_t$ and 50-ms $\text{win}_r$ at 150-$\mu$s $T_{\text{LED}}$. This result indicates that it is necessary to include the rising edge, and the maximum and minimum values of the heartbeat waveform in the window. In the case of a bimodal peak, it is more accurate to exclude the latter peak.

The relationship between the MAE and the power consumption of the LED in each $T_{\text{LED}}$ is shown in Fig. 12. This result indicates that at least 150-$\mu$s $T_{\text{LED}}$ is required to maintain the minimum MAE. Then, the duty cycle of the LED is 0.3% at 20-Hz sampling rate, and the LED current consumption is 2.5 $\mu$A.

C. Performance Evaluation

According to the preliminary experiment results shown in Section IV (b), we determined the CDS parameters as $T_{\text{LED}} = 150$ $\mu$s, $\Delta t_1 = 135$ $\mu$s, and $\Delta t_2 = 2$ $\mu$s. The window parameters $\text{win}_t$ and $\text{win}_r$ are also respectively set to 320 ms and 40 ms. Next, we conducted the performance evaluation with nine subjects to obtain more accurate MAE and reduce the total power consumption of the proposed PPG sensor.

The relationship between the sampling interval $T_{\text{sample}}$ and the MAE of the heartbeat interval is shown in Fig. 13. Note that the PPI has at least a MAE spanning a few milliseconds, because the pulse wave velocity is continuously changing due to variables such as body motion, body position change, and blood pressure fluctuation. The MAE of the proposed sensor is
obtained within 7 ms, when the $T_{\text{sample}}$ is less than or equal to 1/20 s (20-Hz sampling rate). When the $T_{\text{sample}}$ is 1/10 s or less, accurate detection of the peak is sometimes impossible, leading to unacceptable interval error. The proposed PPG sensor without sampling error compensation achieves similar MAE, compared to the conventional PPG incorporating the TIA, despite the significant reduction of the duty cycle and power consumption of the LED. Furthermore, the sampling error compensation algorithm can be used to further reduce the MAE. Consequently, the MAE is improved by 71% when the $T_{\text{sample}}$ is set to 1/20 s. Fig. 14 shows the MAE improvement for each subject. In practice, it is desirable to use an A/D converter clock with as high a frequency as possible to perform accurate CDS. For example, when the sampling timings fluctuated randomly in 1 μs, the MAE became 5.2 ms from 4.3 ms. However, since the timing from switching is important, it does not fluctuate so far.

Finally, the power consumption of the proposed PPG sensor is evaluated. The current consumption is measured by source measure unit (B2912A, Agilent Technologies, Santa Clara, CA, USA). Fig. 15 shows the measured current consumption of the prototype sensor board, and it achieves 28.2-μA total current consumption except for data transmission. Although the LED consumes the most power in the conventional PPG sensor, it consumes only 2.5 μA in the proposed PPG sensor due to the duty cycle of 0.3%. The current-consumption of the analog circuit and MCU were 3.8 μA and 21.9 μA, respectively. The clock speed of the A/D converter is 80 MHz, which is sufficiently high to perform CDS in MCU.

V. DISCUSSION

As shown in Section IV, the proposed PPG sensor achieves 28.2-μA total current-consumption and 6.2-ms-MAE. Table IV shows the performance comparison between the low-power PPG sensor design in this study and prior studies [20, 31, 28, 29, 32]. Prior studies used TIA as a current to voltage converter, and a switched integrator or a switched-capacitor LPF was connected to the TIA. Table IV presents the circuit that was used for the current to voltage converter. The proposed PPG sensor achieves minimal LED driving current. Although [29] exhibits less total power consumption with the minimum LED driving current, the heartbeat interval error in the study is large, as shown in Table IV. Furthermore, this method employs an adoptive active rate control, and the average power consumption is dependent on the average beat per minute (BPM), despite the fact that the power consumption of the proposed method is independent of the heartbeat interval.

The prototype sensor board does not include the communication module, and the data were extracted via a serial interface in our experiment. For wearable sensors, it is desirable to use wireless communication to transmit data. It is estimated that the required power consumption for data communication is 26 μW for raw data (20-Hz sampling) transmission, and 9 μW for extracted heartbeat interval (60 BPM) transmission, when using Bluetooth Low Energy (estimated by [37]). This power overhead is not included in the power consumptions of prior works compared in Table IV. Although the power reduction of data handling is part of our future work, the sampling reduction of the proposed method also has an advantage in this regard because the transmitting data size directly affects the transmission energy consumption.

The operational amplifiers used in the proposed sensor have limited performance (e.g. input referred noise) because we assign a higher priority to its power consumption. However, the PPG performance is not determined only by that performance but by the entire system which includes PD, LED, readout circuit and signal processing. Therefore, we prototype the proposed PPG measurement system for heartbeat interval acquisition and the real-time measurement evaluation was conducted on nine subjects. Compared to previous studies, this study achieves sufficient accuracy and low current consumption. (see Table IV).

Many previous studies use BPM as an error indicator. However, it is difficult to directly compare the MAE, because the time error of the heartbeat interval depends on the instantaneous heart rate. For example, 5-BPM correlates to
approximately 47-ms MAE when the average heart rate is 80 BPM. However, this MAE is increased to 84 ms when the average heart rate is 60 BPM, as shown in Fig. 16. Therefore, when using the BPM as an evaluation index, it is necessary to consider the average heart rate while measurement. In our study, the average heart rate is 68.9 BPM, and the error is 0.52 BPM, which is calculated according to each PPI and RRI. This error is minimal, compared with the prior studies shown in Table IV.

Fig. 17 shows the Bland–Altman plot of the heartbeats measurements of all nine subjects using the proposed PPG sensor at the sampling rate of 20 Hz. The gray dashed lines indicate the mean of the difference and agreement limits. The heartbeat interval error does not appear to have systematic errors, and the sampling error is successfully suppressed by the error compensation as shown in Fig. 17 (b).

The drawback of the proposed sensor is the current consumption of the MCU that is used for the LED and switch control, and the CDS operation. Although the prior studies integrate their readout circuits, our prototype board is composed of discrete integrated circuits (ICs). Therefore, further power reduction can be achieved by implementing such MCU functions in a dedicated hardware.

We showed the reduction of the heartbeat interval error by the proposed algorithm in actual measurements at rest.
In this study, the performance was evaluated by undertaking measurements with the fingertip. The result of the measurement on the wrist is depicted in Fig. 18. MAE was 13 ms, and the error was large compared to the measurement with the fingertip. This is because the similarity of the waveform was lowered due to noise. Improving the wrist measurement accuracy is indispensable for wearable healthcare and is a future issue to be tackled.

VI. CONCLUSION

In this study, we proposed a sensing method for realizing low-power PPG for long-term heartbeat monitoring in daily life. We introduced a design that integrates the current integration circuit, CDS, and sampling error compensation based on autocorrelation and linear interpolation. Using the prototype sensor board, the accuracy and power consumption of the proposed PPG sensor were evaluated with the measurement results of nine subjects. The proposed sensor achieves 22.8-μA total current consumption and 6.2-ms MAE with 150-μs $T_{LED}$ and 20-Hz sampling rate.
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